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#### Contention one: Dynamism

#### Dominant digital platforms gatekeep access to markets by both operating a platform and marketing their own goods on it – only structural prohibitions prevent barriers to entries posed by companies’ structure, not just the scale of their market power.

Khan ’19 [Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Separations of Platforms and Commerce,” *Columbia Law Review* 119(4), p. 973-1098; AS]

A handful of digital platforms exert increasing control over key arteries of American commerce and communications. Structuring access to markets, these firms function as gatekeepers for billions of dollars in economic activity. By virtue of setting marketplace rules for the millions of merchants, producers, and developers dependent on their infrastructure, dominant platforms today “function as regulators.”3

As these platforms further concentrate market power, there are rising concerns about their size—usually in reference to the large share that each firm captures of its primary markets.4 Yet an equally important question concerns not the scale of these companies but their structure. One feature dominant digital platforms share is that they have integrated cross business lines such that they both operate a platform and market their own goods and services on it. This structure places dominant platforms in direct competition with some of the businesses that depend on them, creating a conflict of interest that platforms can exploit to further entrench their dominance, thwart competition, and stifle innovation.5 Consider Spotify’s effort to reach users through Apple’s iPhone while Apple sought to promote Apple Music. In 2016, Spotify revealed that Apple had blocked the streaming application from the App Store, “continu[ing] a troubling pattern of behavior by Apple to exclude and diminish the competitiveness of Spotify on iOS and as a rival to Apple Music.”6 Or take the challenge faced by Yelp, Foundem, and scores of online services to reach internet users while Google sought to build out its own competitor offerings.7

In Europe and India, competition authorities have found that Google ranks its own services higher than those offered by rivals, a “search bias” that means anyone competing with Google properties may effectively disappear from Google search results.8 Merchants that rely on Amazon to reach consumers are in a similar bind: Not only must they jostle for placement against Amazon’s own goods, but they also face the constant risk that Amazon will spot their bestselling items and produce them itself.9 Facebook, equipped with technology that lets it detect which rival apps are succeeding, would often give companies a choice: Be acquired by Facebook, or watch it roll out a direct replica.10 Competing with one of these giants on the giant’s own turf is rife with hazards.

Venture capitalists now factor this risk into their investment decisions.11 Indeed, the power of these gatekeeper platforms to steer the fate of countless other firms is described by entrepreneurs and investors as “having a profound impact on innovation in Silicon Valley”12 and “choking off the start-up world.”13 Venture capitalists now discuss a “kill-zone” around digital giants—“areas not worth operating or investing in, since defeat is guaranteed.”14 Discussing how tech platform giants today use their integrated structure to undermine rivals, a product manager who worked for Microsoft leading up to its antitrust suit observed, “It’s what we did at Microsoft.”15

Indeed, the way in which dominant online platforms threaten to undermine competition and distort markets today is not entirely new. At its core, the problem traces to a basic challenge posed by firms that capture control over a critical network or channel of distribution. Regulators and competition authorities have traditionally harnessed a set of tools to ensure that bottleneck facilities do not distort competition. These tools include common carriage, which requires firms to offer customers equal access on equal terms,16 as well as interoperability, which requires networks to maintain an open interface, enabling users to switch between platforms with ease.17 These policies respond, respectively, to problems of discrimination and lock-in.

In digital markets, however, third parties that depend on a platform risk not just discrimination and lock-in but also appropriation. Because dominant platforms monitor with unrivaled precision the business activity of third parties while also competing with them, a platform can harvest insights gleaned from a producer at the producer’s expense. This Article argues that these combined problems of discrimination and information appropriation invite recovering common carriage’s forgotten cousin: structural separations. Structural separations place clear limits on the lines of business in which a firm can engage. Rather than prohibit particular business practices, separations proscribe certain organizational structures. In antitrust, structural remedies are contrasted with behavioral ones: Whereas behavioral remedies seek to prevent firms from engaging in specific types of conduct, structural remedies seek to eliminate the incentives that would make that conduct possible or likely in the first place.18

Structural prohibitions have been a traditional element of American economic regulation. They have been applied as a standard regulatory tool and key antitrust remedy in network industries, often to prohibit a dominant intermediary from competing with the businesses that depend on it to get to market. While common carriage regimes prevent a firm from discriminating—requiring equal service on equal terms—structural prohibitions eliminate one source of the incentive to discriminate. In this way, common carriage and structural separations often functioned as complements in the service of nondiscrimination.

Today, structural separations have largely been abandoned.19 At the same time that lawmakers have significantly weakened or outright eliminated sector-specific regulatory regimes, judicial interpretation of antitrust law has drastically narrowed the forms of vertical conduct and structures that register as anticompetitive. And when antitrust enforcers have targeted these forms of conduct and structures in recent years, they’ve applied remedies that generally (1) fail to target the underlying source of the problem and (2) overwhelm the institutional capacities of the government actors assigned to oversee them.20 Neglecting structural separations results in both substantive harms and institutional misalignments—effects that are especially pronounced in digital markets.

#### Case-by-case adjudication creates slow and ambiguous enforcement of prohibitions on unfair business practices – regulatory uncertainty substantially disadvantages entrants.

Chopra & Khan ’20 [Rohit; Commissioner @ Federal Trade Commission; and Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Case for “Unfair Methods of Competition” Rulemaking,” *The University of Chicago Law Review* *87*(2), p. 357-380; AS]

Antitrust law today is developed exclusively through adjudication. In theory, this case-by-case approach facilitates nuanced and fact-specific analysis of liability and well-tailored remedies. But in practice, the reliance on case-by-case adjudication yields a system of enforcement that generates ambiguity, unduly drains resources from enforcers, and deprives individuals and firms of any real opportunity to democratically participate in the process. One reason that antitrust adjudication suffers from these shortcomings is that courts analyze most forms of conduct under the “rule of reason” standard. The “rule of reason” involves a broad and open-ended inquiry into the overall competitive effects of particular conduct and asks judges to weigh the circumstances to decide whether the practice at issue violates the antitrust laws. Balancing short-term losses against future predicted gains calls for “speculative, possibly labyrinthine, and unnecessary” analysis and appears to exceed the abilities of even the most capable institutional actors.1 Generalist judges struggle to identify anticompetitive behavior2 and to apply complex economic criteria in consistent ways.3 Indeed, judges themselves have criticized antitrust standards for being highly difficult to administer.4 And if a standard isn’t administrable, it won’t yield predictable results. The dearth of clear standards and rules in antitrust means that market actors face uncertainty and cannot internalize legal norms into their business decisions.5 Moreover, ambiguity deprives market participants and the public of notice about what the law is, thereby undermining due process—a fundamental principle in our legal system.6

Decades ago, former Commissioner Philip Elman observed that case-by-case adjudication “may simply be too slow and cumbersome to produce specific and clear standards adequate to the needs of business~~men~~[people], the private bar, and the government agencies.”7 Relying solely on case-by-case adjudication means that businesses and the public must attempt to extract legal rules from a patchwork of individual court opinions. Because antitrust plaintiffs bring cases in dozens of different courts with hundreds of different generalist judges and juries, simply understanding what the law is can involve piecing together disparate rulings founded on unique sets of facts. All too often, the resulting picture is unclear. This ambiguity is compounded when the Supreme Court assigns to lower courts the task of fleshing out how to structure and apply a standard, potentially delaying clarity and certainty for years or even decades.8

#### Trends are unsustainable – ROI will soon equate the cost of capital – the plan ignites a gale of creative destruction to induce drastic, not incremental innovation.

Rizzo ’21 [Andrea Minuto; Head of International Affairs @ Italian Competition Authority; “Digital Mergers: Evidence from the Venture Capital Industry Suggests That Antitrust Intervention Might Be Needed,” *Journal of European Competition Law & Practice* 12(1); AS]

In recent years, a debate about the possible existence of a kill zone around technology incumbents has gone beyond venture capital circles to involve a broader audience.33 In the kill zone, incumbents allegedly have both the ability and the incentive to foreclose promising potential competitors. Their position allows them to collect large amounts of data and to identify emerging trends early and to react to them, whether by adopting aggressive exclusionary practices to protect their core market or by pre-emptive acquisitions of innovative start-ups at generous multiples.34 Exclusionary conduct and acquisitions may actually be complementary strategies, rather than substitutive ones, as the former may allow the incumbent to reduce the acquisition price.35

Despite the growing concern that the possible existence of a kill zone might negatively impact innovation, the venture capital industry itself has diverse views about the need to increase antitrust scrutiny against large digital incumbents changing the current approach to M&As. In particular, among the venture capitalists that have actively engaged with US antitrust enforcers36, even those that acknowledge the existence of a problem at the same time express their fears for the possible unintended consequences of changes introduced with the best of intentions.

Tackling incentives to innovate in the digital sector represents a multifaceted phenomenon, where the opposing sides are nevertheless part of the same coin. On one hand, venture capital has so far greatly contributed to the transformation of high-risk start-ups into fully fledged independent companies, participating in the creation of the most valuable public companies globally. Moreover, start-ups benefit in many ways from the ecosystems created by large technology incumbents, among others, by using their platforms as effective distribution channels.

Furthermore, the incumbents might simply offer a better product or service. On the other hand, however, there seems to be evidence, on the investment side, highlighting a possible reduction of venture-backed start-ups operating in the same space where digital incumbents are active. As stated during these debates ‘funds have a limited size and they have to allocate capital and they would much rather pursue a market that has tailwinds behind it as opposed to a market that has matured and that has deep entrenched incumbents’.37 In markets dominated by incumbents, ‘(... ) start-ups building superior products (... ) may also find it difficult to secure VC investment’.38

In addition, some venture capitalists have expressed their views that competition to digital incumbents might likely arise from adjacent markets. A ‘viral’ success in a separate vertical could, as it grows, spill into the core market of a dominant player. These adjacent markets might be an area where antitrust agencies could focus more.

Some of the evidence described in the previous section is consistent with the existence of reduced first-time venture-backed funding in markets dominated by digital incumbents. Despite the evidence still being limited, it nevertheless provides suggestive food for thought and should trigger more detailed research on this complex topic. First of all, the existence and the magnitude of this reduction have to be further verified, for example, through a precise identification of the companies actually competing in the same space of digital incumbents and their evolution. The second step should then verify the existence of a causal link between the alleged aggressive behaviour of the incumbents in the kill zone and the reduction of venture capital financings, especially in the early stages of start-ups.

This reduction might, indeed, not necessarily pertain to the antitrust domain as it could stem from changing requirements of start-ups themselves as their technological and commercial needs evolve. The widespread ‘blitzscaling’ 39 strategy—where start-ups enter a digital niche with a narrow focus then gradually expanding—has been made possible by developments—such as the advent of smartphones, social media and cloud computing40—that allow for global reach and scalability41 at almost no initial technological cost, while marketing and human capital budgets may be on the rise at successive stages of the start-ups’ development.42

Moreover, changes have taken place also in the investment industry landscape through an expansion of the types of capital provided. Among others, non-traditional newer investors and sovereign wealth funds have invested in later-stage companies.43 Lastly, as for the exits through a sale, generous acquisitions might, as well, reflect prospective efficiencies deriving from the synergies between the acquirer and the acquired start-up.

However, the evidence thus far collected does suggest that current digital incumbents face very little threat of entry. Competition for the market dynamics are not necessarily symptomatic of the presence of the exploitation of market power, provided that incumbents still face, actual or potential, competitive pressures and could be substituted by a more efficient rival.44 What is needed is not just incremental innovation, but the drastic innovation that makes market leadership highly contestable. This is especially true for technology markets, where, as stated by Google itself, ‘changes tend to be revolutionary, not evolutionary’.45

Some recent studies and antitrust agency reports suggest that digital markets are becoming progressively less dynamic. Among others, the UK’s Digital Competition Expert Panel (UK Report46) observes that competition for the market does not appear to be able to solve competition issues linked to winner-take-all outcomes, as the next technological revolution is likely to focus on data that existing firms control to a large extent and that successful new entrants are generally acquired by incumbents. Moreover, Organisation for Economic Co-operation and Development (OECD) research suggests that, in digital-intensive sectors, mark-ups are increasingly higher47 while the decline in business dynamism occurs faster than in other sectors of the economy.48

As highlighted by the Stigler report49, key players in the digital industry remained the same over the last two technology waves, staying dominant through the shift to mobile and the rise of artificial intelligence, without significant impact on market share or profit margins.

Lastly, worrying evidence emerges also from the application of profitability analysis to digital incumbents. High profits substantially and persistently above the cost of capital 50 could signal that the market is not functioning properly, as in the long term, return on investment should equal the cost of capital. In that regard, the UK’s Competition and Markets Authority (CMA) has found, in the context of the sector enquiry into online platforms and digital advertising51, that the return on capital employed (ROCE) of Google and Facebook has been well above any reasonable estimate of a competitive benchmark for many years. In 2018, the estimated cost of capital for both Google and Facebook was around 9%, compared to actual returns on capital of over 40% for Google and around 50% for Facebook. Even though these results have to be interpreted with caution52, they seem to indicate that digital platforms are not facing the threat of entry and this evidence is consistent with the actual exploitation of market power.

Schumpeter 53 highlighted the prospect of new competition and innovation as incessantly playing a key role in fostering dynamic competition and economic efficiency. The evidence so far described may indicate that this impulse for creative destruction is fading in digital market.

#### Even uncertainty dissuades start-up entry and investment – dynamism is at 30-year lows.

Khan ’19 [Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Separations of Platforms and Commerce,” *Columbia Law Review* 119(4), p. 973-1098; AS]

1. Are Dominant Digital Platforms Stifling Innovation? — One risk associated with foreclosure and value appropriation by dominant digital platforms is that this conduct could deter entry and chill innovation. If independent developers or producers rely on a dominant platform to reach customers and also face the constant risk that the platform will foreclose access, appropriate their business value, or both, producers may be less likely to secure funding and develop their product in the first place. In Microsoft, the district court found that Microsoft’s exclusionary conduct not only had hobbled innovation in middleware and applications software but had discouraged competition throughout the computer industry as a whole.185 The long-term effect of its conduct was to “deter[] investment in technologies and businesses that exhibit[ed] the potential to threaten Microsoft.”186

Anecdotal evidence suggests that both actual entry and the threat of entry by digital platforms into platform-adjacent markets is dampening investment in complementary segments, now known as a “kill-zone.”187 For example, a survey of more than two dozen Silicon Valley investors revealed that Facebook’s willingness to appropriate information from and mimic the functionality of apps has created “a strong disincentive for investors” to fund services that Facebook might copy.188 One founder observed, “People are not getting funded because Amazon might one day compete with them.”189 “We don’t touch anything that comes too close to Facebook, Google or Amazon,” said a managing partner at New Enterprise Associates.190 Another venture capital investor noted that the impact of dominant digital platforms on “what can be funded, and what can succeed, is massive.”191 This concern raised by venture capitalists makes sense: A potential innovator (or a potential funder of a potential innovator) decides whether to invest based on the anticipated risk and reward of realizing the innovation. Anticipating platform discrimination or appropriation will lower expected rewards, depressing the incentive to invest. Even the uncertainty of discrimination can dissuade entry by heightening risk.

Data on investment trends do not offer a decisive answer but generally seem consistent with the story told by surveyed investors. Venture capital funding as a whole appears to be booming: In 2018, the total annual venture capital invested surpassed $100 billion for the first time since the dot-com period.192 The number of angel and seed investments, meanwhile, has been declining since 2015, signaling that it has become harder for startups to secure an initial round of financing.193 Indeed, it is late-stage deals with mature companies that account for an “outsized proportion” of total capital today,194 while startups see fewer first financings, even as the deal value for startups has increased.195 In other words, venture capital markets seem to be following a winner-takemost model: Fewer firms receive funding, but those that do are raising more capital.196 These trends come against a backdrop of falling entrepreneurship: Startup formation is at a thirty-year low, contributing to a loss of business dynamism.197

#### FTC rulemaking improves the speed, clarity and certainty of enforcement to level the playing field for market entrants.

Chopra & Khan ’20 [Rohit; Commissioner @ Federal Trade Commission; and Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Case for “Unfair Methods of Competition” Rulemaking,” *The University of Chicago Law Review* *87*(2), p. 357-380; AS]

“Rulemaking” often evokes the idea of government imposing some inflexible prescription upon the marketplace. This is not what we are suggesting. As former Commissioner Elman rightly noted, rulemaking can also be related to “standards, guidelines, pointers, criteria, or presumptions.”41 Rules come from courts, legislative bodies, and agencies. While they were not promulgated as agency rules, certain elements of the merger guidelines eventually came to serve as rules once courts adopted them.42 The merger guidelines stipulate the analytical framework that the agencies rely on to enforce the merger law. Agency rulemaking could do the same for “unfair methods of competition.”

We see three major benefits to the FTC engaging in rulemaking under “unfair methods of competition,” even if the conduct could be condemned under other aspects of antitrust laws. As we describe above, the current approach generates ambiguity, is unduly burdensome, and suffers from a democratic participation deficit. Rulemaking can benefit the marketplace and the public on all of these fronts.

First, rulemaking would enable the Commission to issue clear rules to give market participants sufficient notice about what the law is, helping ensure that enforcement is predictable.43 The APA requires agencies engaging in rulemaking to provide the public with adequate notice of a proposed rule. The notice must include the substance of the rule, the legal authority under which the agency has proposed the rule, and the date the rule will come into effect.44 An agency must publish the final rule in the Federal Register at least thirty days before the rule becomes effective.45

These procedural requirements promote clear rules and provide clear notice. As the Supreme Court has stated, a “fundamental principle in our legal system is that laws which regulate persons or entities must give fair notice of conduct that is forbidden or required.”46 Clear rules also help deliver consistent enforcement and predictable results. Reducing ambiguity about what the law is will enable market participants to channel their resources and behavior more productively and will allow market entrants and entrepreneurs to compete on more of a level playing field.

#### There are no neatly bounded ways to capture all dimensions platform power – expanding rulemaking authority for an expert agency allows separations regimes to match market realities.

Khan ’19 [Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Separations of Platforms and Commerce,” *Columbia Law Review* 119(4), p. 973-1098; AS]

D. Application: Challenges and Unresolved Questions

Implementing a separations regime presents some first-order questions and challenges. First, how do we define platforms and to which platforms should a separation apply? Second, how does one identify the parameters of the platform, especially when integration provides heightened functionality? Third, what should be the scope of the prohibited activity and how should the prohibition be structured? And fourth, what is the proper institutional mechanism for implementing the separation? This section offers some initial suggestions for how to approach these questions. Arriving at a complete analytical framework for structuring separations in digital markets will require deeper engagement with these issues.

1. Defining Platform. — Offering a clearly bounded definition of “platform” is challenging. Most definitions look to the role that the entity plays in intermediating activity by others. One definition, for example, is “a firm that controls a network, facility, or essential input that those providing a complementary good or service” must “rely on.”635 Another set of definitions focuses on the infrastructure-like role that these firms play, by structuring access to markets or facilitating transactions.636 And some discussions use the terms “network,” “infrastructure,” and “platform” interchangeably.637

Recent studies by policymakers have also settled on the idea that dominant platforms play a unique role that regulators should recognize. In March, the Digital Competition Expert Panel—a panel convened by the U.K. government to study digital markets—issued a report proposing, among other ideas, that dominant platforms that enjoy a “powerful negotiating position” be designated as having a “strategic market status” and be required to abide by a special code of conduct.638 A report commissioned by the European Commission, meanwhile, noted that, by designing marketplace rules that govern millions of users, dominant platforms “function as regulators” that should face a special responsibility to “ensure a level playing field” on their marketplace and “not use [their] rule-setting power to determine the outcome of competition.”639 Given the challenge of offering a bounded definition of “dominant platform,” any definition will likely be under- or over-inclusive. But any definition should seek to capture the degree of market power that the platform enjoys over users.640 How essential is the platform’s infrastructure? To what degree do other businesses depend on the platform to reach users, and what is the cost to businesses of avoiding this platform and using alternative channels? Relevant factors could include: (1) the extent to which the entity serves as a central exchange or marketplace for the transaction of goods and services, including the level of market power that it enjoys in its platform market; (2) the extent to which the entity is essential for downstream productive uses, and whether downstream users have access to viable substitutes for the entity’s services; (3) the extent to which the entity derives value from network effects, and the type of network effects at play; (4) the extent to which the entity serves as infrastructure for customizable applications by independent parties; and (5) the size, scope, scale, and interconnection of the company.

There are no neatly bounded ways to capture these dimensions of platform power. When implementing “maximum separation,” the FCC initially used operating revenue as the criterion for determining which carriers must comply.641 In the context of digital platforms, market share may prove a better proxy than operating revenues, given that it is the platform’s role as a gatekeeper or bottleneck—for which there are no real adequate substitutes—that gives rise to the relevant harms.

The prohibition should be centered on the activities that the platform facilitates as a bottleneck. Since a key goal of the separations regime is to eliminate the conflict of interest that arises when a dominant platform directly competes with the firms using the platform,642 only activity that would place platforms in direct competition in this way would be subject to the prohibition. This would not prevent platforms from integrating into lines of business that do not rely on the platform market. Nor would such a separations regime target conglomeration or vertical integration categorically; it would instead focus on platform entry into markets that creates the ability and incentive to discriminate, to leverage dominance, and to use information collected on firms as customers against them as competitors.

2. Distinguishing Between Platform and Commerce. — Applying separations to digital platforms would likely raise the challenge of identifying what constitute distinct products or services. In Microsoft, for example, the court had to determine whether the operating system and the browser—the two products the government claimed Microsoft had “tied”—should be considered a single integrated system.643 Microsoft argued that bundling new functionality into old products was a basic component of technological evolution.644 A similar issue may arise with digital platforms: Android, for example, could claim that certain apps must be integrated with its operating system in order to provide basic functionality or for technical necessity.

The traditional metric for assessing whether a set of bundled products constitute separate products is consumer demand. In Microsoft, the D.C. Circuit relied on Jefferson Parish’s consumer-demand test to determine whether consumers preferred a choice in browsers.645 Applying a similar inquiry in the platform context could similarly help identify whether integration of distinct functionalities should be viewed as an integrated system or as a platform. Regulators would also have the capacity to determine, over time, whether certain apps or features were necessary for basic functionality and whether the benefits of integration were sufficiently high to offset any potential harms to innovation. There may also be specific apps or functionalities where innovation is less likely to be transformative, and therefore where integration may prove fewer risks. As with earlier regimes, periodic reassessment and revisions would prove necessary to ensure the separation continued to accord with and reflect evolving market realities.

3. Institutional Mechanism and Timing. — A separations regime separating platforms and commerce could be implemented through statute or rulemaking or as antitrust remedies (under existing or new antitrust law). A statute from Congress could also establish the principle of separating platforms from commerce—as was the case with banking— with the specific authority to design and implement separations delegated to an agency. This approach would benefit from having an expert agency design and revisit the separation. Absent new legislation, the FTC could use its Section 5 authority to implement a separations principle through rulemaking.646 Designing separations only through rulemaking would require the agency to create rules of general applicability and— absent a specific congressional mandate—could limit the agency’s ability to structure highly tailored separations. Antitrust remedies would be costlier and take significantly longer, requiring the government or a private party to successfully show anticompetitive conduct and effects stemming from a digital platform’s involvement in multiple markets.

Given the enfeebling of antitrust doctrines that police single-firm anticompetitive conduct—and the judicial requirement that remedies be carefully tailored to competitive harm—this path is likely to be significantly more challenging.647 Previous instances of structural separations offer a few models for structuring these prohibitions. An operational or functional separation requires the firm to create separate divisions within the firm, requiring that a platform wishing to engage in commerce may do so only through a separate and independent affiliate, which the platform may not favor in any manner. A full structural separation, by contrast, requires that the platform activity and commercial activity be undertaken through separate corporations with distinct ownership and management. For example, the functional approach would permit Alphabet to operate Google search and vertical services that produce content so long as the two complementary services are structured as separate affiliates. The second option would prohibit Alphabet from running both the platform service and the complementary service, requiring that one be spun off and run by an independent owner.

It’s not clear that anything short of a full structural separation would be sufficient, especially given the risks of information misappropriation. While running complementary services as affiliates could be accompanied by information firewalls, the efficacy of firewalls requires close monitoring.648 Evidence shows that the antitrust agencies have neglected to fully monitor and enforce conduct remedies in the past.649 Moreover, firewalls may prove especially difficult to monitor in the context of digital platforms, given the heightened information asymmetries between private platform firms and public enforcers. It is possible that the risk of information misappropriation may vary by platform—but dominant platforms should carry the burden of establishing why operating complementary services as affiliates would not be anticompetitive.

Finally, a basic challenge facing regulators and enforcers when dealing with high-tech industries is the role of timing. Because these markets can evolve quickly, market changes can render regulatory interventions obsolete.650 Similarly, the failure to intervene can leave exclusionary conduct unchecked, resulting in path-dependent reductions in innovation. Any subsequent attempt to impose separations should include a built-in review process every two to three years, to ensure that the remedy still matches the market conditions.65

#### Digital start-up entry prevents slow growth – only a competitive technology sector stimulates the economy.

Kheyfets & Chernova ’21 [Boris; Doctor of Economic Sciences, Professor, Chief Researcher Institute of Economics @ Russian Academy of Sciences Nakhimovskiy; and Veronika; PhD, Associate Professor Department of International Economic Relations @ Peoples' Friendship University of Russia Miklukho-Maklaya; “Comparative Assessment of the Influence of a Technological Factor on Economic Growth,” *Eastern-European Journal of Enterprise Technologies* 1(13), p. 6-13]

A growing role of science and state-of-the-art technology in ensuring sustainable economic growth has become obvious lately [1, 2]. The innovation type of development has placed a special emphasis on the use of the leading-edge technologies, the production of high-tech products, the implementation of progressive organizational and management decisions [3]. Technology has fundamentally and quickly changed the structure of the world economy and has become one of the primary factors in economic progress. The shifts have outlined the radically new global space, novel conditions for competition in world markets, and modern principles of interaction between enterprises.

The role of technology in today’s economy has long been debated among researchers [4, 5]. However, there is still a lack of studies on the reasons behind technological inequality between countries. Currently, one can observe a new bipolar configuration of the global technological space forming, where the USA and China are taking the lead and all other countries are unable to close this gap in the short term [6, 7]. The spread of technological innovations is uneven, which causes technological inequality to emerge that represents a new challenge to sustainable economic development. The availability of technology and capital exacerbates the problem of economic differentiation. At that, the modern form of uneven development can no longer be represented using the common schemes, since it is widely manifested in various fields. Such indicators as labor productivity, living standards, GDP per capita, etc. characterize the overall state of national economies, but do not specify the factors which contributed to obtaining this position. Structural analysis highlights that the technological factor is among the most significant ones determining the objective pattern of uneven development [8]. However, the question remains about the constituent parts of the technological factor (its component base), methods and approaches to assessing the influence of this factor on economic growth. Researchers have different approaches to the selection of a set of technological factor indicators. This poses a problem of methodological consistency that precludes comparative research. For this reason, the topic of this study is becoming relevant, related to the study of the influence of the technological factor on differences in economic growth and inequality between countries.

Thus, the relevant studies point to a distinctive primacy of manufacturability as the main factor in sustainable economic development. Then, we aim to clarify the role of the technological factor. However, even now one can argue that the aggravated cross-country competition implies the need for tools to assess and determine the key determinants of technological economic growth. The results are expected to confirm the significance of the technological factor, allow identifying its parameters and setting their priorities for improving economic policy aimed at sustainable development. These circumstances understood will open up opportunities for countries to narrow the technology gap.

2. Literature review on the technological factor of economic development

Economic theory pays special attention to issues of development and sustainable growth, as well as the causes of differences and factor changes. The sources of economic growth through GDP were specified in [9–13]. These researchers agree that sustainable economic growth is driven by factors such as new technologies and globalization. However, with the availability and access to these factors, it becomes important to build optimal management. The dynamics of economic growth is believed to be based on the results of structural transformations, mastering new technological principles, the introduction of innovations and an increase in labor productivity. At that, the seemingly insignificant differences in the economic growth rates bring about the substantial divergence in countries’ economic potential. Determining these discrepancies becomes a relevant scientific task.

It is becoming increasingly obvious that if the economy is not focused on technological innovation, it has no prospects for long-term development [14–17]. Some researchers, such as [14], focus on fundamentally new solutions (patents) that have commercial implementation potential. We can agree with this opinion, because it is innovation that should ensure accelerated economic growth at the expense of competitive advantages. A similar opinion is expressed by [15]. The publication [16] proves that renewed industrialization becomes an important condition for the development of technology. According to [17], entrepreneurial skills are needed to support industrialization.

Numerous studies [18–20] demonstrate that there is a direct correlation between the technological preparedness of a country and its ranking in the global economy. Research results on this issue are coordinated. These trends, if underestimated, lead to the fact that some countries can find themselves lagging behind. Here, it is important to realize the essence and the role of the technological factor, as well as the opportunities for managing the level of technological effectiveness of the economy. However, in [18, 19] there are no clear indications of quantitative measures of the technological factor.

We agree with [21], who claims that the technological factor is new technologies or their clusters that underlie the changes in the relative cost of production factors, stimulate the development of new industries and enhance the efficiency of traditional ones. Historical regularities in the emergence of fundamental technological innovations give impetus to structural changes in the economy [22]. Therefore, it is important to identify the determinants of economic growth that occurs against the background of technological structural changes. As practice shows, national economies, which for one reason or another were unable to independently create high-tech products, first applied imitation strategies within the country, and then entered foreign markets by occupying particular niches [23–25]. These researchers note the role of R&D spending and high-tech exports in economic growth. However, factor quantitative estimates are not given. The development of the USA and China are interesting cases here. For example, from a country that had mainly copied innovations, China turned into one of the leading innovation-generating nations leaving behind most other countries in terms of the level of technological development. In this context, the patterns of production, distribution, exchange and consumption of goods are largely predetermined by the peculiar nature of the technological processes [8]. At the same time, the observed temporal reduction of cycles is formed precisely due to the technical progress and the use of innovations [26].

The study of the reasons behind technological inequality is believed to lend some insight into the mechanisms that underlie economic changes. According to [27, 28], the choice of a model of economic growth should focus on mobilizing the potential to follow the technological path of evolution. Since the modern development of the theory of evolutionary economics is based, first of all, on the neo-Schumpeterian theory, which determines the need for structural technological changes in ensuring sustainable economic development, such changes provide for the formation of new industries with a high degree of processing of primary raw materials and an increase in the efficiency of traditional ones. Therefore, the issue of developing an integral strategic management system aimed at ensuring innovative structural changes becomes relevant. As we see it, these changes are of a technological nature.

Thus, the literature review demonstrates that economic growth is significantly affected by the flows of developed and exported technologies [29], as well as R&D costs [30–32]. The presence of stable patterns for these factors allows us to use them in the assessment model. The indicators proposed by the researchers (the share of ideas with the potential for commercialization [33], the share of R&D funding in GDP [34], indicators of science, technology and innovation development [35], the number of patents [36]) often reflect the multidirectional dynamics of the technological factor’ financial aspects and its qualitative components.

The review confirmed the significance of the technological factor for economic growth. At the same time, there is a clash of researchers’ opinions on key determinants. In the context of the literature review, the indicators of the technological factor need to be revised. The question about the approaches to assessing the impact of the technological factor on economic growth is left unanswered, which proves the relevance of the present research.

3. The aim and objectives of the study

The aim of this study is to develop an integrated approach to assessing the impact of a technological factor on economic growth. This will provide an opportunity for a comparative analysis on the countries for technology gaps.

To achieve the stated goal, we aim to fulfill the following objectives:

– to determine the leading countries and outsiders in terms of digitalization of the economy;

– to assess the dependence of economic growth on the technological factor.

4. Materials and methods

In the present study, technological effectiveness refers to the ability of a country to implement structural reorganization in accordance with the model of innovation development and realize its scientific and technological potential. We evaluate the level of technological effectiveness of the economy using the relevant index that serves as the basis for ranking countries. The set of technological factor indicators that will be used in our approach will be adjusted taking into account the literature review.

To calculate the Index (Ii), we use the indicators characterizing various aspects of technological development of the nations under review (Table 1), such as:

– industrial production index (ai );

– the share of the production of machinery and equipment in total value added (bi );

– the share in global value added by the economic activity ‘Production of computing, electronic and optical equipment’ (ci );

– the share in global value added by the economic activity ‘Production of machinery and equipment’ (di );

– ICT development index (ei );

– domestic R&D costs, % in GDP (fi ).

For empirical verification, we use official statistics. The frequency of data updating does not allow reflecting the most recent trends that affect economic processes (such as the impact of COVID-19). This is a research limitation. We also need to understand that some trends are short-term in nature, and their impact can be neglected.

[Chart omitted]

The method of Euclidean distances is used to rank the indicators’ values; normalization (Ixi ) is calculated by formula (1). The boundaries of normalized indicators are set in the range from 0 to 1.

[Equation omitted]

where Xi is the actual value of the indicator; Xmin is the minimum value of the indicator for the sample population; Xmax is the maximum value of the indicator for the sample population.

The level of technological effectiveness is calculated using the cumulative method as a weighted mean:

[Equation omitted]

The closer the Index value is to 1, the higher the level of technological effectiveness of economy.

To determine the econometric relationship between economic growth and indicators characterizing the technological factor, a linear multiple regression model was applied.

[Equation omitted]

where X1, X2, X3…, Xn denote factors; ɛ denotes error; β denotes a vector of the parameters under evaluation.

The gross domestic income of the United States and China for the period of 1996–2019 was taken as dependent variables (Table 2).

The independent variables were represented by the volume of electronics production (Elc), costs incurred in installation and maintenance of equipment/technologies (CTech), the volume of high technology exports (HTExp), and investment in R&D activities (RD). Data are given in Table 3.

[Table omitted]

Based on the purpose of the study, we put forward two hypotheses about the nature of the patterns observed:

Н1. Growing R&D costs accelerate economic growth. Such an increase is expected to stimulate R&D in industries with comparative advantage. Consequently, this strengthens the country’s exports (foreign trade surplus).

Н2. Arrested technological development adversely affects competitiveness and, as a result, economic growth, since outdated equipment results in higher resource intensity and low labor productivity.

We test the hypotheses and the methodology for assessing the level of technological effectiveness using the sample of 30 countries. The aggregate of research objects embraces several developed countries, developing countries with high GDP, as well as developing countries not included in leading world economies. The selection is due to the need to cover a wide range of economies characterized by a wide variety of development conditions.

5. Results comparing technological effectiveness of economies

5. 1. Leading countries and outsiders in terms of technological innovation

The global economy in the context of Industry 4.0 demonstrates a number of specific features that distinguish it from the previous development stages. Firstly, technological innovation is becoming increasingly expensive, which causes a significant increase in R&D costs [38]. Secondly, the rate of technological change has increased dramatically. The terms of development and implementation of new solutions were reduced in the first place [8]. Technological gap can now be measured exponentially [39].

Look at a range of indicators characterizing the level of technological effectiveness of national economies. The share of domestic R&D costs in GDP is one of them (Fig. 1). The highest level of R&D funding in GDP is observed in the Republic of Korea, Sweden, Japan, Germany, the United States, China and other countries leading in the Global Competitiveness Report.

Analysis of the current changes in the global economy indicates that the importance of the comparative advantages of the lower order – cheap labor, basic production resources and the availability of raw materials – is decreasing [40]. At the same time, advantages of a higher order are gaining in significance, such as the ability of countries to develop high-tech industries, to manufacture and export products with a high intellectual component and in-depth processing [41]. For instance, the United States and China account for 90 % of the market capitalization value of the world’s 70 largest digital platforms, 75 % of all patents related to blockchain technologies, more than 75 % of the world market for public cloud computing, about 50 % of global spending on IoT, 40 % of world data centers, 36 % of the global value of e-commerce [42], and 69 % of supercomputers [43]. These areas are of significant potential and can have a serious impact on economic restructuring. Therefore, a special focus of the analysis is put on such indicator as the share of high-tech production (including computing, electronic and optical technology) (Fig. 2). China, Germany, Italy, the United States and Japan have the largest share in global value added in the production of computing, electronic and optical equipment. Norway, Canada, Australia, Sweden, Romania, Poland, etc. are relatively poorly represented in these world markets.

High-tech industries focusing on domestic production can be viewed as sources of economic growth. Data on the share of machinery and equipment production in GDP show similar trends (Fig. 3). High-tech industries strongly stimulate the economic growth of the leading countries – the Republic of Korea, China, the United States, Germany, and Japan, – while countries with low competitiveness demonstrate poor results.

[Table omitted]

Analysis of the countries indicates that some of them did not demonstrate high values of the indicators reviewed, but the level of their technological effectiveness is much higher (the group of “backward” countries embraced Denmark, the Netherlands, Sweden, Norway, and Canada). To gain a comprehensive picture and rank the countries, we have calculated the integral index of the technological effectiveness that covers financial aspects of development, as well as qualitative characteristics of economic growth. The Index calculation methodology is presented in section 4 of the paper. The countries’ ranking is presented in Table 4.

[Table omitted]

5. 2. Assessment of the dependence of economic growth on the technological factor

As articulated earlier, an increase in GDP can result from various factors. To substantiate the relationship between economic growth and the technological factor, we construct a number of models. The parameters of the regression models for the USA and China are given in Tables 5, 6. The parameters of the multiple regression model were obtained using STATISTICA software.

[Table omitted]

We have obtained a model with good quality characteristics; in this case, the coefficient of determination R2=0.996, normalized R-squared=0.995, multiple R=0.998.

[Table omitted]

The model obtained for China is also characterized by good quality characteristics: the coefficient of determination R2=0.999, normalized R-squared=0.999, and multiple R=0.999. Checking of the model adequacy according to the F-test produced the following results: the calculated value F=10.09 at the level of significance p=0.01.

Having analyzed the models’ data, we can conclude that there are no factors with a high probability of insignificance (t-Statistic for each model are greater than the critical value at a significance level of p=0.01), i.e. all regressions are significant.

To evaluate the degree of adequacy of the constructed trend equation to the real process, the mean approximation error was computed. Its value (3.167 % for China and 1.54 % for the United States) indicates that the degree of the quadratic equation’s adequacy to the real conditions of the relationship between economic growth and the technological factor is high.

Fig. 4 provides a visual distribution of actual and calculated values of the regression models.

Analysis of the models for the United States and China allows us to deduce that R&D costs are significant regressants contributing to economic growth; the factor impact on GDP growth in the United States and China is 31.6% and 41.9%, respectively; export of high-tech products provides an increase in GDP by 2.7% and 4.7%, respectively. It is worth noting that the obtained negative coefficients in the regression models suggest a weak correlation between the effective feature (economic growth through GDP) and some factor variables. For China, the indicator “Costs incurred in installation and maintenance of equipment/technologies” reveals an inverse relationship with GDP. A similar trend is observed in the United States for the indicator “Production of electronics”. Our calculations confirm that the strongest relationship is observed between GDP and development costs, as well as the share of high-tech industries in global value added.

[Chart omitted]

The current research proves that countries with substantial R&D funding and a large share of high-tech products in GDP and total exports are characterized by sustainable economic growth. Thus, the H1 hypothesis was confirmed.

The H2 hypothesis was partially confirmed: countries capable of using their innovative potential effectively are characterized by an elevated level of competitiveness. However, the use of outdated technologies does not always results in a decrease in global competitiveness, since these processes can be influenced by the institutional environment, which was beyond the scope of the present study

6. Discussion of the results comparing technological effectiveness of economies

Testing the approach using the case studies of China and the United States makes it possible to extrapolate their experience to countries with a low level of technological effectiveness. For example, the China and USA lead the global market for technological innovation. The country’s competitiveness in this field is due to the highly dynamic nature of American business, strong institutional underpinnings, finance mechanisms and a powerful innovation ecosystem [1]. Index of the countries’ technological effectiveness (Table 4) confirms this trend. The calculated values of the Index indicate the leading positions of these countries. The rapid growth of the renewable energy sector is a testament to why China will continue to dominate the sectors in which it invests heavily [44]. Currently, the PRC accounts for 90 % of the world’s supply of mobile phones and personal computers. In 2018, the country’s share in global semiconductor consumption was 41 %; by 2024, it is forecasted to increase to 54 % [45]. Significant funds received from low- and medium-tech industries in China are directed to those economic sectors, which enjoy research, development and implementation of hightech solutions.

It is noteworthy that in terms of the level of technological development, Kazakhstan, Brazil and Ukraine lag significantly behind some European nations (Romania, Poland, and Bulgaria), Turkey and Mexico. These countries do not exhibit sufficient potential to introduce innovations independently, but with regard to successful transfer and adaptation of foreign high technologies, they are significantly ahead of other countries with a similar development level. India is among the countries with high technological growth potential. India is now at a stage where machine learning tools are rapidly replacing entry-level programmers in the IT sector. So far, India is ranked 15th, but the situation may change soon. The comparison showed the advantage of the proposed methodological approach. We have been able to analyze the technicality of countries using universal data sets. The Index of the countries’ technological effectiveness can be a good alternative to other methods of assessment.

During the research, we have confirmed the hypotheses put forward. Assessment of the dependence of economic growth on the technological factor showed a strong relationship between GDP and R&D costs (Tables 5, 6). These results prove that sustainable economic growth is explained in most cases by significant funding for R&D (the presence of a large share of high-tech products in the country’s GDP) and the export of high-tech products.

Therefore, technologies determine competitive advantages of states at large. However, qualitative factors of economic growth prevail in a continuous innovation process. What determines additional limitations of our methodological approach. Special focus should be placed on a specific feature of the periods when changes occur, i.e. the periods of the so-called “technological gap” [46]. This is when the foundations of the future economy are set. Technological incentives crucial for growth are based on the ability to deliver better results. If technological inequality is excessively gross, it can jeopardize economic growth. Creating favorable conditions for the use of high technologies will not only support the competitiveness of production and attract investment in the economy, but also help resolve such issues as enhancing the efficiency of resource exploitation.

Hence, scientific and technological progress is the central stimulus for economic development, which in production processes is implemented through investment and innovation. At that, the dynamics of economic growth in the long run is dependent on a wide array of factors forming supply and demand for technological change: the current techno-logical capability of the national economy [19]; the development stage of financial institutions; companies’ awareness of R&D, and the effectiveness of technology transfer within the innovation infrastructure [47]; the nature of the state scientific and technical, scientific and technological, structural, and stabilization policy, and the level of state guarantees for the protection of intellectual property rights [25]; conditions of foreign economic activity, and competitiveness of products and services in the global market [48]. The characteristics of the listed factors vary significantly across countries, but the multicausality of the factors indicates that their combinations at certain time intervals can both reduce and boost the level of technological effectiveness.

#### Slow growth causes extinction.

Oppenheimer ’21 [Michael; Clinical Professor in Center for Global Affairs @ New York University, Senior Consulting Fellow @ Scenario Planning at the International Institute for Strategic Studies, Former Executive Vice President @ The Futures Group, Member @ Council on Foreign Relations, Member in the Foreign Policy Roundtable @ Carnegie Council on Ethics and International Affairs, Member @ The American Council on Germany; “The Turbulent Future of International Relations,” in *The Future of Global Affairs: Managing Discontinuity, Disruption and Destruction*, p. 23-43]

Four structural forces will shape the future of International Relations: globalization (but without liberal rules, institutions, and leadership)1; multipolarity (the end of American hegemony and wider distribution of power among states and non-states2); the strengthening of distinctive, national and subnational identities, as persistent cultural differences are accentuated by the disruptive effects of Western style globalization (what Samuel Huntington called the “non-westernization of IR”3); and secular economic stagnation, a product of longer term global decline in birth rates combined with aging populations.4 These structural forces do not determine everything. Environmental events, global health challenges, internal political developments, policy mistakes, technology breakthroughs or failures, will intersect with structure to define our future. But these four structural forces will impact the way states behave, in the capacity of great powers to manage their differences, and to act collectively to settle, rather than exploit, the inevitable shocks of the next decade.

Some of these structural forces could be managed to promote prosperity and avoid war. Multipolarity (inherently more prone to conflict than other configurations of power, given coordination problems)5 plus globalization can work in a world of prosperity, convergent values, and effective conflict management. The Congress of Vienna system achieved relative peace in Europe over a hundred-year period through informal cooperation among multiple states sharing a fear of populist revolution. It ended decisively in 1914. Contemporary neoliberal institutionalists, such as John Ikenberry, accept multipolarity as our likely future, but are confident that globalization with liberal characteristics can be sustained without American hegemony, arguing that liberal values and practices have been fully accepted by states, global institutions, and private actors as imperative for growth and political legitimacy.6 Divergent values plus multipolarity can work, though at significantly lower levels of economic growth-in an autarchic world of isolated units, a world envisioned by the advocates of decoupling, including the current American president.7 Divergent values plus globalization can be managed by hegemonic power, exemplified by the decade of the 1990s, when the Washington Consensus, imposed by American leverage exerted through the IMF and other U.S. dominated institutions, overrode national differences, but with real costs to those states undergoing “structural adjustment programs,”8 and ultimately at the cost of global growth, as states—especially in Asia—increased their savings to self insure against future financial crises.9

But all four forces operating simultaneously will produce a future of increasing internal polarization and cross border conflict, diminished economic growth and poverty alleviation, weakened global institutions and norms of behavior, and reduced collective capacity to confront emerging challenges of global warming, accelerating technology change, nuclear weapons innovation and proliferation. As in any effective scenario, this future is clearly visible to any keen observer. We have only to abolish wishful thinking and believe our own eyes.10

Secular Stagnation

This unbrave new world has been emerging for some time, as US power has declined relative to other states, especially China, global liberalism has failed to deliver on its promises, and totalitarian capitalism has proven effective in leveraging globalization for economic growth and political legitimacy while exploiting technology and the state’s coercive powers to maintain internal political control. But this new era was jumpstarted by the world financial crisis of 2007, which revealed the bankruptcy of unregulated market capitalism, weakened faith in US leadership, exacerbated economic deprivation and inequality around the world, ignited growing populism, and undermined international liberal institutions. The skewed distribution of wealth experienced in most developed countries, politically tolerated in periods of growth, became intolerable as growth rates declined. A combination of aging populations, accelerating technology, and global populism/nationalism promises to make this growth decline very difficult to reverse. What Larry Summers and other international political economists have come to call “secular stagnation” increases the likelihood that illiberal globalization, multipolarity, and rising nationalism will define our future. Summers11 has argued that the world is entering a long period of diminishing economic growth. He suggests that secular stagnation “may be the defining macroeconomic challenge of our times.” Julius Probst, in his recent assessment of Summers’ ideas, explains:

…rich countries are ageing as birth rates decline and people live longer. This has pushed down real interest rates because investors think these trends will mean they will make lower returns from investing in future, making them more willing to accept a lower return on government debt as a result.

Other factors that make investors similarly pessimistic include rising global inequality and the slowdown in productivity growth…

This decline in real interest rates matters because economists believe that to overcome an economic downturn, a central bank must drive down the real interest rate to a certain level to encourage more spending and investment… Because real interest rates are so low, Summers and his supporters believe that the rate required to reach full employment is so far into negative territory that it is effectively impossible.

…in the long run, more immigration might be a vital part of curing secular stagnation. Summers also heavily prescribes increased government spending, arguing that it might actually be more prudent than cutting back – especially if the money is spent on infrastructure, education and research and development.

Of course, governments in Europe and the US are instead trying to shut their doors to migrants. And austerity policies have taken their toll on infrastructure and public research. This looks set to ensure that the next recession will be particularly nasty when it comes… Unless governments change course radically, we could be in for a sobering period ahead.12

The rise of nationalism/populism is both cause and effect of this economic outlook. Lower growth will make every aspect of the liberal order more difficult to resuscitate post-Trump. Domestic politics will become more polarized and dysfunctional, as competition for diminishing resources intensifies. International collaboration, ad hoc or through institutions, will become politically toxic. Protectionism, in its multiple forms, will make economic recovery from “secular stagnation” a heavy lift, and the liberal hegemonic leadership and strong institutions that limited the damage of previous downturns, will be unavailable. A clear demonstration of this negative feedback loop is the economic damage being inflicted on the world by Trump’s trade war with China, which— despite the so-called phase one agreement—has predictably escalated from negotiating tactic to imbedded reality, with no end in sight. In a world already suffering from inadequate investment, the uncertainties generated by this confrontation will further curb the investments essential for future growth. Another demonstration of the intersection of structural forces is how populist-motivated controls on immigration (always a weakness in the hyper-globalization narrative) deprives developed countries of Summers’ recommended policy response to secular stagnation, which in a more open world would be a win-win for rich and poor countries alike, increasing wage rates and remittance revenues for the developing countries, replenishing the labor supply for rich countries experiencing low birth rates.

Illiberal Globalization

Economic weakness and rising nationalism (along with multipolarity) will not end globalization, but will profoundly alter its character and greatly reduce its economic and political benefits. Liberal global institutions, under American hegemony, have served multiple purposes, enabling states to improve the quality of international relations and more fully satisfy the needs of their citizens, and provide companies with the legal and institutional stability necessary to manage the inherent risks of global investment. But under present and future conditions these institutions will become the battlegrounds—and the victims—of geopolitical competition. The Trump Administration’s frontal attack on multilateralism is but the final nail in the coffin of the Bretton Woods system in trade and finance, which has been in slow but accelerating decline since the end of the Cold War. Future American leadership may embrace renewed collaboration in global trade and finance, macroeconomic management, environmental sustainability and the like, but repairing the damage requires the heroic assumption that America’s own identity has not been fundamentally altered by the Trump era (four years or eight matters here), and by the internal and global forces that enabled his rise. The fact will remain that a sizeable portion of the American electorate, and a monolithically proTrump Republican Party, is committed to an illiberal future. And even if the effects are transitory, the causes of weakening global collaboration are structural, not subject to the efforts of some hypothetical future US liberal leadership. It is clear that the US has lost respect among its rivals, and trust among its allies. While its economic and military capacity is still greatly superior to all others, its political dysfunction has diminished its ability to convert this wealth into effective power.13 It will furthermore operate in a future system of diffusing material power, diverging economic and political governance approaches, and rising nationalism. Trump has promoted these forces, but did not invent them, and future US Administrations will struggle to cope with them.

What will illiberal globalization look like? Consider recent events. The instruments of globalization have been weaponized by strong states in pursuit of their geopolitical objectives. This has turned the liberal argument on behalf of globalization on its head. Instead of interdependence as an unstoppable force pushing states toward collaboration and convergence around market-friendly domestic policies, states are exploiting interdependence to inflict harm on their adversaries, and even on their allies. The increasing interaction across national boundaries that globalization entails, now produces not harmonization and cooperation, but friction and escalating trade and investment disputes.14 The Trump Administration is in the lead here, but it is not alone. Trade and investment friction with China is the most obvious and damaging example, precipitated by China’s long failure to conform to the World Trade Organization (WTO) principles, now escalated by President Trump into a trade and currency war disturbingly reminiscent of the 1930s that Bretton Woods was designed to prevent. Financial sanctions against Iran, in violation of US obligations in the Joint Comprehensive Plan Of Action (JCPOA), is another example of the rule of law succumbing to geopolitical competition. Though more mercantilist in intent than geopolitical, US tariffs on steel and aluminum, and their threatened use in automotives, aimed at the EU, Canada, and Japan,15 are equally destructive of the liberal system and of future economic growth, imposed as they are by the author of that system, and will spread to others. And indeed, Japan has used export controls in its escalating conflict with South Korea16 (as did China in imposing controls on rare earth,17 and as the US has done as part of its trade war with China). Inward foreign direct investment restrictions are spreading. The vitality of the WTO is being sapped by its inability to complete the Doha Round, by the proliferation of bilateral and regional agreements, and now by the Trump Administration’s hold on appointments to WTO judicial panels. It should not surprise anyone if, during a second term, Trump formally withdrew the US from the WTO. At a minimum it will become a “dead letter regime.”18

As such measures gain traction, it will become clear to states—and to companies—that a global trading system more responsive to raw power than to law entails escalating risk and diminishing benefits. This will be the end of economic globalization, and its many benefits, as we know it. It represents nothing less than the subordination of economic globalization, a system which many thought obeyed its own logic, to an international politics of zero-sum power competition among multiple actors with divergent interests and values. The costs will be significant: Bloomberg Economics estimates that the cost in lost US GDP in 2019- dollar terms from the trade war with China has reached $134 billion to date and will rise to a total of $316 billion by the end of 2020.19

Economically, the just-in-time, maximally efficient world of global supply chains, driving down costs, incentivizing innovation, spreading investment, integrating new countries and populations into the global system, is being Balkanized. Bilateral and regional deals are proliferating, while global, nondiscriminatory trade agreements are at an end. Economies of scale will shrink, incentivizing less investment, increasing costs and prices, compromising growth, marginalizing countries whose growth and poverty reduction depended on participation in global supply chains. A world already suffering from excess savings (in the corporate sector, among mostly Asian countries) will respond to heightened risk and uncertainty with further retrenchment. The problem is perfectly captured by Tim Boyle, CEO of Columbia Sportswear, whose supply chain runs through China, reacting to yet another ratcheting up of US tariffs on Chinese imports, most recently on consumer goods:

We move stuff around to take advantage of inexpensive labor. That’s why we’re in Bangladesh. That’s why we’re looking at Africa. We’re putting investment capital to work, to get a return for our shareholders. So, when we make a wager on investment, this is not Vegas. We have to have a reasonable expectation we can get a return. That’s predicated on the rule of law: where can we expect the laws to be enforced, and for the foreseeable future, the rules will be in place? That’s what America used to be.20

The international political effects will be equally damaging. The four structural forces act on each other to produce the more dangerous, less prosperous world projected here. Illiberal globalization represents geopolitical conflict by (at first) physically non-kinetic means. It arises from intensifying competition among powerful states with divergent interests and identities, but in its effects drives down growth and fuels increased nationalism/populism, which further contributes to conflict. Twenty-first-century protectionism represents bottom-up forces arising from economic disruption. But it is also a top-down phenomenon, representing a strategic effort by political leadership to reduce the constraints of interdependence on freedom of geopolitical action, in effect a precursor and enabler of war. This is the disturbing hypothesis of Daniel Drezner, argued in an important May 2019 piece in Reason, titled “Will Today’s Global Trade Wars Lead to World War Three,”21 which examines the preWorld War I period of heightened trade conflict, its contribution to the disaster that followed, and its parallels to the present:

Before the First World War started, powers great and small took a variety of steps to thwart the globalization of the 19th century. Each of these steps made it easier for the key combatants to conceive of a general war.

We are beginning to see a similar approach to the globalization of the 21st century. One by one, the economic constraints on military aggression are eroding. And too many have forgotten—or never knew—how this played out a century ago.

…In many ways, 19th century globalization was a victim of its own success. Reduced tariffs and transport costs flooded Europe with inexpensive grains from Russia and the United States. The incomes of landowners in these countries suffered a serious hit, and the Long Depression that ran from 1873 until 1896 generated pressure on European governments to protect against cheap imports.

…The primary lesson to draw from the years before 1914 is not that economic interdependence was a weak constraint on military conflict. It is that, even in a globalized economy, governments can take protectionist actions to reduce their interdependence in anticipation of future wars.

In retrospect, the 30 years of tariff hikes, trade wars, and currency conflicts that preceded 1914 were harbingers of the devastation to come. European governments did not necessarily want to ignite a war among the great powers. By reducing their interdependence, however, they made that option conceivable.

…the backlash to globalization that preceded the Great War seems to be reprised in the current moment. Indeed, there are ways in which the current moment is scarier than the pre-1914 era. Back then, the world’s hegemon, the United Kingdom, acted as a brake on economic closure. In 2019, the United States is the protectionist with its foot on the accelerator. The constraints of Sino-American interdependence—what economist Larry Summers once called “the financial balance of terror”—no longer look so binding. And there are far too many hot spots—the Korean peninsula, the South China Sea, Taiwan—where the kindling seems awfully dry.

Multipolarity

We can define multipolarity as a wide distribution of power among multiple independent states. Exact equivalence of material power is not implied. What is required is the possession by several states of the capacity to coerce others to act in ways they would otherwise not, through kinetic or other means (economic sanctions, political manipulation, denial of access to essential resources, etc.). Such a distribution of power presents inherently graver challenges to peace and stability than do unipolar or bipolar power configurations,22 though of course none are safe or permanent. In brief, the greater the number of consequential actors, the greater the challenge of coordinating actions to avoid, manage, or de-escalate conflicts. Multipolarity also entails a greater potential for sudden changes in the balance of power, as one state may defect to another coalition or opt out, and as a result, the greater the degree of uncertainty experienced by all states, and the greater the plausibility of downside assumptions about the intentions and capabilities of one’s adversaries. This psychology, always present in international politics but particularly powerful in multipolarity, heightens the potential for escalation of minor conflicts, and of states launching preventive or preemptive wars. In multipolarity, states are always on edge, entertaining worst-case scenarios about actual and potential enemies, and acting on these fears—expanding their armies, introducing new weapon systems, altering doctrine to relax constraints on the use of force—in ways that reinforce the worst fears of others.

The risks inherent in multipolarity are heightened by the attendant weakening of global institutions. Even in a state-centric system, such institutions can facilitate communication and transparency, helping states to manage conflicts by reducing the potential for misperception and escalation toward war. But, as Waheguru Pal Singh Sidhu argues in his chapter on the United Nations, the influence of multilateral institutions as agent and actor is clearly in decline, a result of bottom-up populist/nationalist pressures experienced in many countries, as well as the coordination problems that increase in a system of multiple great powers. As conflict resolution institutions atrophy, great powers will find themselves in “security dilemmas”23 in which verification of a rival’s intentions is unavailable, and worst-case assumptions fill the gap created by uncertainty. And the supply of conflicts will expand as a result of growing nationalism and populism, which are premised on hostility, paranoia, and isolation, with governments seeking political legitimacy through external conflict, producing a siege mentality that deliberately cuts off communication with other states.

Finally, the transition from unipolarity (roughly 1989–2007) to multipolarity is unregulated and hazardous, as the existing superpower fears and resists challenges to its primacy from a rising power or powers, while the rising power entertains new ambitions as entitlements now within its reach. Such a “power transition” and its dangers were identified by Thucydides in explaining the Peloponnesian Wars,24 by Organski (the “rear-end collision”)25 during the Cold War, and recently repopularized and brought up to date by Graham Allison in predicting conflict between the US and China.26

A useful, and consequential illustration of the inherent challenge of conflict management during a power transition toward multipolarity, is the weakening of the arms control regime negotiated by the US and the Soviet Union during the Cold War. Despite the existential, global conflict between two nuclear armed superpowers embracing diametrically opposed world views and operating in economic isolation from each other, the two managed to avoid worst-case outcomes. They accomplished this in part by institutionalizing verifiable limits on testing and deployment of both strategic and intermediate-range nuclear missiles. Yet as diplomatically and technically challenging as these achievements were, the introduction of a third great power, China, into this twocountry calculus has proven to be a deal breaker. Unconstrained by these bilateral agreements, China has been free to build up its capability, and has taken full advantage in ramping up production and deployment of intermediate-range ground-launched cruise missiles, thus challenging the US ability to credibly guarantee the security of its allies in Asia, and greatly increasing the costs of maintaining its Asian regional hegemony. As a result, the Intermediate Nuclear Force treaty is effectively dead, and the New Start Treaty, covering strategic missiles, is due to expire next year, with no indication of any US–Russian consensus to extend it. The US has with logic indicated its interest in making these agreements trilateral; but China, with its growing power and ambition, has also logically rejected these overtures. Thus, all three great powers are entering a period of nuclear weapons competition unconstrained by the major Cold War arms control regimes. In a period of rapid advances in technology and worsening great power relations, the nuclear competition will be a defining characteristic of the next decade and beyond. This dynamic will also complicate nuclear nonproliferation efforts, as both the demand for nuclear weapons (a consequence of rising regional and global insecurity), and supply of nuclear materials and technology (a result of the weakening of the nonproliferation regime and deteriorating great power relations) will increase.

Will deterrence prevent war in a world of several nuclear weapons states, (the current nuclear powers plus South Korea, Iran, Saudi Arabia, Japan, Turkey), as it helped to do during the bipolar Cold War? Some neorealist observers view nuclear weapons proliferation as stabilizing, extending the balance of terror, and the imperative of restraint, to new nuclear weapons states with much to fight over (Saudi Arabia and Iran, for example).27 Others,28 examining issues of command and control of nuclear weapons deployment and use by newly acquiring states, asymmetries in doctrines, force structures, and capabilities between rivals, the perils of variable rates in transition to weapons deployment, problems of communication between states with deep mutual grievances, the heightened risk of transfer of such weapons to non-state actors, have grave doubts about the safety of a multipolar, nuclear-armed world.29 We can at least conclude that prudence dictates heightened efforts to slow the pace of proliferation, while realism requires that we face a proliferated future with eyes wide open.

The current distribution of power is not perfectly multipolar. The US still commands the world’s largest economy, and its military power is unrivaled by any state or combination of states. Its population is still growing, despite a recent decline in birth rates. It enjoys extraordinary geographic advantages over its rivals, who are distant and live in far worse neighborhoods. Its economy is less dependent on foreign markets or resources. Its political system has proven—up to now—to be resilient and adaptable. Its global alliance system greatly extends its capacity to defend itself and shape the world to its liking and is still intact, despite growing doubts about America’s reliability as a security guarantor. Based on these mostly material and historical criteria, continued American primacy would seem to be a good bet, if it chooses to use its power in this way.30

So why multipolarity? The clearest and most frequently cited evidence for a widening distribution of global power away from American unipolarity is the narrowing gap in GDP between the US and China. The IMF’s World Economic Outlook forecasts a $0.9 trillion increase in US GDP for 2019–2020, and a $1.3 trillion increase for China in the same period.31 Many who support the American primacy case argue that GDP is an imperfect measure of power, that Chinese GDP data is inflated, that its growth rates are in decline while Chinese debt is rapidly increasing, and that China does poorly on other factors that contribute to power—its low per capita GDP, its political succession challenges, its environmental crisis, its absence of any external alliance system. Yet GDP is a good place to start, as the single most useful measure and long-term predictor of power. It is from the overall economy that states extract and apply material power to leverage desired behavior from other states. It is true that robust future Chinese growth is not guaranteed, nor is its capacity to convert its wealth to power, which is a function of how well its political system works over time. But this is equally the case for the US, and considering recent political developments is not a given for either country.

As an alternative to measuring inputs—economic size, political legitimacy, technological innovation, population growth—in assessing relative power and the nature of global power distribution, we should consider outputs: what are states doing with their power? The input measures are useful, possibly predictive, but are usually deployed in the course of making a foreign policy argument, sometimes on behalf of a reassertion of American primacy, sometimes on behalf of retrenchment. As such, their objectivity (despite their generous deployment of “data”) is open to question. What is undeniable, to any clear-eyed observer, is a real decline in American influence in the world, and a rise in the influence of other powers, which predates the Trump administration but has accelerated into America’s free fall over the last four years. This has produced a de facto multipolarity, whether explainable in the various measures of power—actual and latent—or not. This decline results in part from policy mistakes: a reckless squandering of material power and legitimacy in Iraq, an overabundance of caution in Syria, and now pure impulsivity. But more fundamentally, it is a product of relative decline in American capacity—political and economic—to which American leadership is adjusting haphazardly, but in the direction of retrenchment/restraint. It is highly revealing that the last two American presidents, polar opposites in intellect, temperament and values, agreed on one fundamental point: the US is overextended, and needs to retrench. The fact that neither Obama nor Trump (up to this point in his presidency) believed they had the power at their disposal to do anything else, tells us far more about the future of American power and policy—and about the emerging shape of international relations—than the power measures and comparisons made by foreign policy advocates.

Observation of recent trends in US versus Russian relative influence prompts another question: do we understand the emerging characteristics of power? Rigorously measuring and comparing the wrong parameters will get us nowhere at best and mislead us into misguided policies at worst. How often have we heard, with puzzlement, that Putin punches far above his weight? Could it be that we misunderstand what constitutes “weight” in the contemporary and emerging world? Putin may be on a high wire, and bound to come crashing down; but the fact is that Russian influence, leveraging sophisticated communications/social media/influence operations, a strong military, an agile (Putin-dominated) decision process, and taking advantage of the egregious mistakes by the West, has been advancing for over a decade, shows no sign of slowing down, and has created additional opportunities for itself in the Middle East, Europe, Asia, Latin America, the Arctic. It has done this with an economy roughly the size of Italy’s. There are few signs of a domestic political challenge to Putin. His external opponents are in disarray, and Russia’s main adversary is politically disabled from confronting the problem. He has established Russia as the Middle East power broker. He has reached into the internal politics of his Western adversaries and influenced their leadership choices. He has invaded and absorbed the territory of neighboring states. His actions have produced deep divisions within NATO. Again, simple observation suggests multipolarity in fact, and a full explanation for this power shift awaiting future historians able to look with more objectivity at twenty-first-century elements of power.

When that history is written, surely it will emphasize the extraordinary polarization in American politics. Was multipolarity a case of others finding leverage in new sources of power, or the US underutilizing its own? The material measures suggest sufficient capacity for sustained American primacy, but with this latent capacity unavailable (as perceived, I believe correctly, by political leadership) by virtue of weakening institutions: two major parties in separate universes; a winnertake-all political mentality; deep polarization between the parties’ popular bases of support; divided government, with the Presidency and the Congress often in separate and antagonistic hands; diminishing trust in the permanent government, and in the knowledge it brings to important decisions, and deepening distrust between the intelligence community and policymakers; and, in Trump’s case, a chaotic policy process that lacks any strategic reference points, mis-communicates the Administration’s intentions, and has proven incapable of sustained, coherent diplomacy on behalf of any explicit and consistent set of policy goals.

Rising Nationalism/Populism/Authoritarianism

The evidence for these trends is clear. Freedom House, the go-to authority on the state of global democracy, just published its annual assessment for 2020, and recorded the fourteenth consecutive year of global democratic decline and advancing authoritarianism. This dramatic deterioration includes both a weakening in democratic practice within states still deemed on balance democratic, and a shift from weak democracies to authoritarianism in others. Commitment to democratic norms and practices—freedom of speech and of the press, independent judiciaries, protection of minority rights—is in decline. The decline is evident across the global system and encompasses all major powers, from India and China, to Europe, to the US. Right-wing populist parties have assumed power, or constitute a politically significant minority, in a lengthening list of democratic states, including both new (Hungary, Poland) and established (India, the US, the UK) democracies. Nationalism, frequently dismissed by liberal globalization advocates as a weak force when confronted by market democracies’ presumed inherent superiority, has experienced a resurgence in Russia, China, the Middle East, and at home. Given the breadth and depth of right-wing populism, the raw power that promotes it—mainly Russian and American—and the disarray of its liberal opponents, this factor will weigh heavily on the future.

The major factors contributing to right-wing populism and its global spread is the subject of much discussion.32 The most straightforward explanation is rising inequality and diminished intergenerational mobility, particularly in developed countries whose labor-intensive manufacturing has been hit hardest by the globalization of capital combined with the immobility of labor. Jobs, wages, economic security, a reasonable hope that one’s offspring has a shot at a better life than one’s own, the erosion of social capital within economically marginalized communities, government failure to provide a decent safety net and job retraining for those battered by globalization: all have contributed to a sense of desperation and raw anger in the hollowed-out communities of formerly prosperous industrial areas. The declining life expectancy numbers33 tell a story of immiseration: drug addition, suicide, poor health care, and gun violence. The political expression of such conditions of life should not be surprising. Simple, extremist “solutions” become irresistible. Sectarian, racial, regional divides are strengthened, and exclusive identities are sharpened. Political entrepreneurs offering to blow up the system blamed for such conditions become credible. Those who are perceived as having benefited from the corrupt system—long-standing institutions of government, foreign countries and populations, immigrants, minorities getting a “free ride,” elites—become targets of recrimination and violence. The simple solutions of course, don’t work, deepening the underlying crisis, but in the process politics is poisoned. If this sounds like the US, it should, but it also describes major European countries (the UK, France, Italy, Germany, Poland, Hungary, the Czech Republic), and could be an indication of things to come for non-Western democracies like India.

We have emphasized throughout this chapter the interaction of four structural forces in shaping the future, and this interaction is evident here as well. Is it merely coincidence that the period of democratic decline documented by Freedom House, coincides precisely with the global financial and economic crisis? Lower growth, increasing joblessness, wage stagnation, superimposed on longer-term widening of inequality and declining mobility, constitute a forbidding stress test for democratic systems, and many continue to fail. And if we are correct about secular stagnation, the stress will continue, and authoritarianism’s fourteen-year run will not be over for some time. The antidemocratic trend will gain additional impetus from the illiberal direction of globalization, with its growth suppressing protectionism, weaponization of global economic exchange, and weakening global economic institutions. Multipolarity also contributes, in several ways. The former hegemon and author of globalization’s liberal structure has lost its appetite, and arguably its capacity, for leadership, and indeed has become part of the problem, succumbing to and promoting the global right-wing populist surge. It is suffering an unprecedented decline in life expectancy, and recently a decline in the birth rate, signaling a degree of rot commonly associated with a collapsing Soviet Union. While American politics may once again cohere around its liberal values and interests, the time when American leadership had the self-confidence to shape the global system in its liberal image is gone. It may build coalitions of the like-minded to launch liberal projects, but there will be too much power outside these coalitions to permit liberal globalization of the sort imagined at the end of the Cold War. In multipolarity, the values around which global politics revolve will reflect the diversity of major powers, their interests, and the norms they embrace. Convergence of norms, practices, policies is out of the question. Global collective action, even in the face of global crises, will be a long shot. To expect anything else is fantasy

Unbrave New World and Future Challenges

At the outset of this chapter we described these structural forces as interacting to produce more conflict and diminished prosperity. We also predicted a world with shrinking collective capacity to address new challenges as they arise. What specifically will such a world look like? We address below three principal challenges to global problem solving over the next decade.

Interstate Conflict

In the world experienced by most readers of this volume, conflict is observed within weak states, sometimes promoted by regional competitors, by terrorist groups, or by great powers, acting through surrogates or by indirect means. Sometimes, as in Syria, this conflict spills over to contiguous states and contributes to regional instability, and challenges other regions to respond effectively, a challenge that Europe has not met. Much of this will continue, but the global significance of such local conflicts will be greatly magnified by increasing great power conflict, which will feed—rather than manage or resolve—local instabilities and will in turn be exacerbated by them. Great powers will jockey for advantage, support their local partners, escalate preemptively. Conflicts initially confined to failing states or unstable regions will be redefined by great powers as global in scope and significance.

This tendency of states to view local conflicts in the context of a zero-sum, global struggle for power is familiar to students of the Cold War, but now with the additional challenges to collective action, expanded uncertainty and worst-case thinking associated with the power transition to multipolarity. We can easily observe increased conflict in US–China relations, as we will in US–Russia relations as future US administrations try to make up for ground lost during the Trump presidency, especially in the Middle East. We can observe it among powerful states with mutual historical grievances, now with a weakening presence of the hegemonic security guarantor and having to consider the renationalization of their defense: Japan-South Korea, Germany-France. We can observe it among historical rivals operating in rapidly changing security landscapes: India-China. We can observe it within the Middle East, as internal rivalries are appropriated by regional powers in a contest for regional dominance. We can observe it clearly in Syria, where the regime’s violent suppression of Arab Spring resistance led to all-out civil war, attracted outside support to proxy forces by aspiring regional hegemons Saudi Arabia and Iran, enabled the rise of ISIS, and eventually to great power intervention, principally by Russia. In a world of effective great power collaboration or American primacy, the Syrian civil war might have been settled through power sharing or partition, or if not, contained within Syria. The collapse of Yugoslavia, occurring during a period of US “unipolarity” and managed effectively, demonstrates the possibilities. Instead, with the US retrenching, Middle East rivals unconstrained by great powers, and great power competition rising, the Syria civil war was fed by outside powers, then metastasized into the region, and—in the form of refugee flows—into Europe, fundamentally altering European politics. Libya may be at the early stages of this scenario.

This is not the end of the Syria story. Russia has established itself as a major player in Syria and the Middle East’s power broker, the indispensable country with leverage throughout the region. China is poised to reap the financial and power benefits of Syrian reconstruction. The US has just demonstrated, in its act of war against the Iranian regime, its willingness, without consultation, to put its allies’ security in further jeopardy, accentuating the risks of security ties with Washington and generating added opportunities for Russia and China. The purpose here is not to critique US policy, but to point out the dramatically shifting power balance in a critical region, toward multipolarity. The dangers of such a shift will become apparent as some future US president attempts to reassert US influence in the region and finds a crowded playing field.

Can a multipolar distribution of power among several states whose interests, values, and political practices are divergent, all experiencing bottom-up nationalist pressures, all seeking advantages in the oversupply of regional instability, be made to work? I think not. Will this more dangerous world descend into direct military confrontation between great powers, and could such confrontation lead to use of nuclear weapons? Here the question becomes, what will this more dangerous world actually look like; what instruments of coercion will be available to states as technology change accelerates; how will states employ these instruments; how will deterrence work (if at all) among several states with large but unequal levels of destructive capacity, weak command, and control, disparate— or opaque—strategies and simmering rivalries; can conflict management work in a world of weak institutions? The collapse of the Cold War era nuclear arms control regime, the threat to the Non-Proliferation Treaty represented by the demise of the JCPOA, and multiple indications of an accelerating nuclear arms race among the three principle powers, augurs badly. Given the structural forces at play, and without predicting the worst, we are indeed entering perilous times.

Global Poverty and Inequality

Despite the challenges of volatility and disruptive change inherent in globalization, the world under American liberal leadership has managed a dramatic reduction of extreme poverty. According to World Bank estimates, in 2015, 10 percent of the world’s population lived on less than $1.90 a day, down from nearly 36 percent in 1990.34 In fact, as of September 2018, half the world is now middle class or wealthier.35 The uneven success of the UN Millennium Development Goals (MDGs) exemplifies this achievement, and demonstrates what is possible when open markets are managed through strong global institutions, effective leadership and interstate collaboration. What this liberal hegemonic system did not achieve, however, was a fair distribution of the gains from globalization within states, and among those states that for various reasons were not full participants in this system.

This record of partial achievement leaves us with a full agenda for the next fifteen years, but without the hegemonic leadership, strong institutions, ascendant liberalism or robust global growth that enabled previous gains. There are powerful reasons to question the sustainability of these poverty reduction gains, leading to doubts about the realization of the Sustainable Development Goals, which have replaced the MDGs as global development targets.36 (See Jens Rudbeck’s chapter and Sidhu’s UN chapter for SDGs). Skeptics have pointed to slowing global growth, specifically in China, whose demand for imported commodities was a major factor in developing country growth and job creation; growing protectionism in developed country markets, fueled by bottom-up forces of nationalism, and from top-down by a weakened global trading regime and increased geopolitical rivalry; the effects of accelerating climate change on agriculture, migration and communal conflict in poor countries; and the growth burst among poor countries from the rapid transition to more efficient use of resources, a transition that is now slowing down.37

Perhaps the greatest concern in this scenario is a general deterioration in the developing country foreign investment climate. Foreign direct investment (FDI) has been a major contributor to growth, job creation, and poverty alleviation among poor countries. It has incentivized growthfriendly policies, reduced corruption, introduced technology and effective management practices, and linked poor countries to foreign markets through global supply chains.38 It has stimulated growth of indigenous manufacturing and service companies to supply new foreign investments.

It has been the major cause of economic convergence between rich and poor countries. From 2000 to 2009, developing economies’ growth rates were more than four percentage points higher than those of rich countries, pushing their share of global output from just over a third to nearly half.39 However, FDI flows into poor countries are imperiled by the structural forces discussed here. Political instability arising from slower growth and environmental stress will increase investors’ perception of higher risk, reinforcing their developed country bias. Protectionism among developed countries will threaten the global market access upon which manufacturing investment in developing countries is premised, causing firms to pare back their global supply chains. As companies retrench from direct investment in poor countries, the appeal to those countries of Chinese debt financed infrastructure projects, under the Belt-Road Initiative with little or no conditionality, but at the risk of “debt traps,” will increase.

Global Warming

The question posed at the beginning of this section is whether the international system, evolving toward multipolarity and rising nationalism, will find the collective political capital to confront challenges as they arise. Global warming is the mother of all challenges, and the weakness in the system’s capacity to respond is clear. With the two major political/economic powers and greenhouse gas emitters locked in deepening geopolitical conflict (and with one of them locked in climate change denial, possibly through 2024), the chances of significantly slowing global warming or even ameliorating its effects are very slim. We are reduced to the default option, nation-specific adaptation to climate change, which will impose rising human, political and economic costs on all, and will widen the gap between rich countries with adaptive capacity (of varying degrees), and the poor, who will suffer deteriorating economic, political, and social conditions. (For a contrary, optimistic view see Michael Shank’s chapter, which credits new actors—like cities—as playing a more constructive role in climate mitigation.) This would bring to a close liberal globalization’s greatest achievement; the raising of 1.1 billion people out of extreme poverty since 1990,40 with all its associated gains in quality of life (in the WHO Africa region, for example, life expectancy rose by 10.3 years between 2000 and 2016, driven mainly by improvements in child survival and expanded access to antiretrovirals for treatment of HIV).41

Several forces are at work here. The problem itself is graver—in magnitude and in rate of worsening—than predicted by climate scientists. The UN Intergovernmental Panel on Climate Change (IPCC), the major source of information on global warming, has consistently underpredicted the rate of climate deterioration. This holds true even for its “worst-case scenarios,” meaning that what was meant as a wake-up call has in fact reinforced complacency.42 (see Michael Shank’s chapter for further discussion of climate change). The IPCC, in its 2019 report, has tried to undo the damage by emphasizing the acceleration in the rate of warming and its effects, the only partially understood dynamic of climate change, and—given wide uncertainty—the possibility of unpleasant surprises yet to come. This strengthens the scientific case for urgency—to both severely limit greenhouse gas emissions, and to increase investment in ameliorating the effects.

Unfortunately, the crisis comes at a moment when the climate for collective action is ice cold. Geopolitical competition incentivizes states to out produce each other, regardless of the environmental effects. Multipolarity complicates collective action. Economic stagnation mandates job creation, making regulation politically toxic. Bottom-up nationalism/populism causes states to pursue “relative gains,” meaning that if the nation is seen as gaining in a no-holds-barred economic competition with others, the negative environmental effects can be tolerated. A post-Trump presidency would help, with the US rejoining the Paris Agreement, and lending its weight to tighter regulation, increased R and D, and stronger economic incentives to reduce carbon emissions. Keep in mind, however, that President Obama was fully behind such efforts, but in a deeply polarized America was unable to implement measures needed to fulfill the Paris obligations through legislation, and his executive orders to do this were swiftly overturned by Trump.

Conclusion

It may be tempting to hope that post-Trump, the US can regain its global leadership and exert its considerable power in a liberal direction, but with enough self-awareness of its relative decline to share responsibility with others. This was, I believe, the broad direction of the Obama strategy, evidenced by the JCPOA and the Trans-Pacific Partnership: liberal, collective solutions to global problems, as US dominance receded.

This would constitute an optimistic scenario, and it confronts two major problems: can US internal politics support it (can, for example, the country legislate controls on carbon, essential for the global credibility and durability of such commitments); and is the world ready to reengage with American leadership, given the damage to its reputation and the structural forces discussed in this chapter?

My educated guess is no, on both counts. The rot within is extensive, the concrete evidence clear in the economic inequality/immobility numbers, the life expectancy numbers, the deep political polarization, between the two major parties, between regions, between cities and rural areas. We are in fact a long way from fitness for global leadership, and the recognition of this by others will accelerate the decline of American influence. The rest of the world is well on its way toward adjusting to post-American hegemony, some by renationalizing their defense, or by cutting deals with adversaries, by building new alliances or by seizing new opportunities for influence in the vacuum left by American retrenchment. The evidence for this will accumulate. Observe the current and emerging Middle East, where all these post-hegemonic strategies are visible.

#### Platform dependency on Chinese markets fuels digital authoritarianism – separations and start-up entrance decouples us from Chinese markets.

Sitaraman ’20 [Ganesh; Co-founder and Director of Policy @ Great Democracy Initiative, Professor of Law @ Vanderbilt University; “Too Big to Prevail: The National Security Case for Breaking Up Big Tech,” *Foreign Affairs* 99(2), p. 116-126; AS]

But the national security case against breaking up Big Tech is not just weak; it is backward. Far from competing with China, many big technology companies are operating in the country, and their growing entanglements there create vulnerabilities for the United States by exposing its firms to espionage and economic coercion. At home, market concentration in the technology sector also means less competition and therefore less innovation, which threatens to leave the United States in a worse position to compete with foreign rivals. Rather than threatening to undermine national security, breaking up and regulating Big Tech is necessary to protect the United States’ democratic freedoms and preserve its ability to compete with and defend against new great-power rivals.

DESTINATION: CHINA

Competition with China will define U.S. national security conversations for decades to come, and Americans need to think carefully about the role technology will play in this increasingly competitive environment. But to claim that the likes of Amazon and Google are helping counter China’s technological and geopolitical rise simply because they are American companies makes little sense.

Almost all big U.S. technology companies have extensive operations in China today. Google announced plans for an AI research center in Beijing in 2017 and is exploring a partnership with the Chinese Internet behemoth Tencent. Microsoft is expanding its data centers in China and has recently built an entire operating system, Windows 10 China Government Edition, for the Chinese government. Amazon’s cloud service in China is second in popularity only to that of its Chinese counterpart, Alibaba. Apple famously designs its phones in California but manufactures them in China. Facebook, notably, does not operate in China—but not for lack of trying. The company repeatedly attempted to gain access to the Chinese market only to be blocked by Chinese government officials.

Merely operating in China may seem harmless. Yet according to scholars, U.S. government officials, and even American business associations, any U.S. technology company working in China could very well be supporting the Chinese state and the expansion of digital authoritarianism. In the course of their operations in the country, U.S. companies routinely interact with Chinese companies, some of which are run or partly owned by the state. Those that are not still have informal ties to state and Communist Party officials and face strong incentives to behave as the state wishes even without direct pressure from the government. Because the Chinese market and the state are intertwined in this way, Chinese companies that partner with foreign ones are highly likely to pass along operational and technological developments to the Chinese government and military, including in ways that could advance Beijing’s emerging surveillance state and accelerate its ability to spread its model of digital authoritarianism around the world.

These challenges are particularly clear in the case of AI, as commercial innovations in that field can also have military implications. Under Beijing’s doctrine of “civil-military fusion,” Chinese researchers and private companies are working ever more closely with the government and the military, which means that technological innovations that may have originated with a foreign company active in China can find their way to supporting the People’s Liberation Army. “If you’re working in China,” Ashton Carter, a former U.S. defense secretary, has said, “you don’t know whether you’re working on a project for the military or not.”

In addition to widely known concerns about Chinese espionage and surveillance, integration with the Chinese market also opens Big Tech—and the United States—to pressure from China, which can use that influence to hurt U.S. interests. Scholars refer to this tactic—turning economic interdependence into political leverage—by a variety of terms, including “geoeconomics,” “reverse entanglement,” and “weaponized interdependence.” Whatever it’s called, China has a long track record of doing it, across countries and industries. To retaliate against South Korea’s adoption of a U.S. missile defense system in 2017, China blocked Chinese travel agencies from offering trips to the country. And after the dissident Liu Xiaobo was awarded the Nobel Peace Prize in 2010, China temporarily blocked imports from Norway.

To avoid offending Chinese officials and potentially losing access to the country’s large market, companies are adapting their behavior even outside China’s borders. Hollywood studios have been accused of rewriting scripts and editing scenes for that purpose: choosing to blow up the Taj Mahal instead of the Great Wall of China in the movie Pixels, according to Reuters, and replacing China with North Korea as the main adversary in the 2012 remake of Red Dawn, according to the Los Angeles Times. In 2019, Daryl Morey, the general manager of the NBA basketball team the Houston Rockets, tweeted in support of pro-democracy protesters in Hong Kong; soon thereafter, he deleted the post. In the days that followed, the owner of the Rockets wrote that Morey did “NOT speak” for the team, and the NBA said it was “regrettable” that Morey’s views had “deeply offended many of our friends in China.” (After a public outcry, the NBA clarified that it would not censor or fire Morey.) A year earlier, Mercedes-Benz had posted a quote from the Dalai Lama on Instagram. After an online backlash in China, the automaker quickly erased the quote, and its parent company, Daimler, said that the post had contained an “erroneous message” and had “hurt the feelings of people” in China. The People’s Daily, China’s largest newspaper, later branded Mercedes-Benz as an “enemy of the people.”

Such conduct by Western companies illustrates a broader point: they act based on their commercial interests, not in the name of abstract democratic principles or for the cause of U.S. national security. The same is true when these companies try to influence government policy. The potential stakes are high. The U.S. Department of Commerce, for instance, has the power to set export restrictions on some sensitive technologies, including AI; those restrictions may be important from a national security standpoint, even if they negatively affect some companies’ bottom lines. Yet the dominant ideology among corporate lawyers today holds that the sole aim of managers is to maximize shareholder profits, and corporate lobbyists are thus likely to advocate public policies that support those profits even if they run counter to U.S. national interests.

Practically all U.S. companies active in China are subject to such pressures to one degree or another, and how to address that predicament is another question altogether. But the size and dominance of American technology companies are part of the problem. As the U.S. technology sector becomes more concentrated and the few players in it become more dependent on the Chinese market for consumers and profits, these firms—and, by extension, the United States—become more vulnerable to pressure from Beijing. Antimonopoly policies could help remedy this problem: in a fractured market with many players, the sheer number of firms would all but guarantee that some would build supply chains that circumvented China, or build their products wholly in the United States, or simply choose not to engage in the Chinese market—whether because of idiosyncratic preferences, competitive dynamics, product differentiation, higher costs, or other factors.

Consider another industry whose structure resembles that of Big Tech: Hollywood. Like the technology industry, today’s entertainment sector consists of a handful of studios that are increasingly dominant at the box office and able to pressure theaters to give their content preferential treatment. If these big, integrated companies comply with Chinese censors out of a concern for market access, then U.S. consumers will not see content that offends the Chinese government. By contrast, in a system with a large number of small studios and competitive distribution channels, many companies would lack the size, scope, or desire to cater to the Chinese market, let alone be dependent on it. Nor would they have the power or scale to lock out new competitors through vertical integration. The result would be a market in which Americans had a range of content choices, including entertainment that might not accord with the views of foreign censors.

Of course, in theory, it is possible that a small number of big U.S. technology firms, each with monopoly-like power, might be so profitable as to have no need for the Chinese market, whereas small companies with razor-thin profit margins might depend more on that market for consumers and profits. But this hypothesis has not been borne out. The current technology sector is already highly concentrated, and yet today’s technology companies are not forsaking the Chinese market; instead, they are desperate to expand their business there.

As they do so, they will likely be subject to the same pressures bearing down on Hollywood, the NBA, Mercedes, and other entities that want to operate in China. Companies such as Amazon and Google, which both produce their own content and distribute it through their platforms, may over time be tempted to make that content palatable to Chinese censors. And because those firms have immense market power within the United States, American consumers will be left with no serious, scalable alternatives.

A more competitive technology sector, with many smaller players, would also mitigate the ill effects of lobbying, for much the same reasons. Fewer companies would be dependent on the Chinese market, and those that were would be differentiated enough to often end up on different sides of policy debates. Their lobbying efforts would be less likely to cut in a single direction and thus less likely to capture government.

THE VIRTUE OF MONOPOLY

Big Tech’s market dominance, some will argue, has benefits: free of constant worries about vicious competition, technology giants can focus on the big questions. They have the time and resources to invest copiously in cutting-edge research, where success is rare but the potential payoff—for technological innovation and thus for U.S. competitiveness and national security—is massive.

Whether or not they say it explicitly, those who want to protect Big Tech from antitrust laws and other regulations are advocating a “national champions” model—a system in which the state shields a few select big companies from competition, allowing them to spend on research and development. But there is strong evidence that this approach is imperfect, at times even counterproductive. As the legal scholar Tim Wu has noted, it is usually competition, not consolidation, that fosters innovation. Competitors have to find ways to differentiate themselves in order to survive and expand. Large, protected firms become lethargic, are slow to innovate, and rest on their laurels.

Recall the race for supremacy in the electronics industry that played out between the United States and Japan in the 1980s. Japan, according to Wu, chose to protect its national champions, giving direct government support to such powerhouses as NEC, Panasonic, and Toshiba. The United States took the opposite tack. Its largest electronics firm at the time, IBM, came under antitrust scrutiny by U.S. authorities, and the ensuing decade-long legal battle discouraged the company from engaging in conduct that might run afoul of antitrust laws. That created the space for a variety of other hardware and software companies, among them Apple, Lotus, and Microsoft, to flourish. Competition led to innovation and the creation of some of the most forward-looking companies of the era.

National champions also have an incentive to hide breakthroughs that might undermine their market power. Bell Labs, one of the pillars of AT&T’s telecommunications empire, has long been celebrated for its role as an “ideas factory.” But Bell Labs and AT&T also suppressed innovations that threatened their business model. Starting in the 1930s, for example, AT&T’s management sat on recording inventions that could have been used for answering machines, for fear this innovation might jeopardize the use of the telephone.

Skeptics might argue that this time is different—that today’s next-generation technologies are so resource-intensive that smaller companies in a competitive environment couldn’t afford the necessary investments. But even if broken up and regulated, Big Tech’s main players would have considerable money left to spend on AI, robotics, quantum computing, and other next-generation technologies. Facebook would still have billions of users without Instagram and WhatsApp. Amazon’s platform would still have enormous market power in online sales even if it wasn’t allowed to produce its own products.

Whatever resource constraints did arise could be offset by greater public investment in R & D. As the economist Mariana Mazzucato has argued, such government spending has historically been a significant driver of innovation; the Internet, for example, began as a U.S. Defense Department network. There is no reason the government could not play the same role today.

Unlike research by national-champion firms, research funded by public investment would not be tied to the profit motive. It could therefore cover a wider range of subjects, extend to basic research that does not have immediate or foreseeable commercial applications, and include research that might challenge the incumbency and business models of existing companies. Public research could also de-emphasize areas of inquiry that may be profitable but are socially undesirable. For many of the biggest technology companies, surveillance, personalized targeting, and the eliciting of particular behavioral responses lie at the heart of their business models, which means that their efforts to innovate are geared in no trivial way toward improving those tactics. An authoritarian country may see those as valuable public goals, but it is not at all clear why a free and democratic society should.

Public investment in R & D also has the potential to spread the benefits of technology, innovation, and industry throughout the United States. At present, much of the country’s technological and innovative prowess is concentrated in a few hubs—the most prominent being Northern California, Seattle, and Boston. This is not surprising, as unlike the government, technology companies have no reason to want to spread development evenly. Amazon’s competition to decide the location of its second headquarters is a good example. After inviting countless pitches from cities across the country and much public attention, the company settled on New York and Washington, D.C.—two cities that hardly need an economic boost. Public investment, as the economists Jonathan Gruber and Simon Johnson have argued, could remedy these geographic imbalances and spur successful economies in dozens of midsize cities all over the country, with spillover benefits for their regions.

Mountains of data are needed to improve AI’s precision and accuracy, and some might think that only Big Tech can collect and handle data in such vast quantities. But this need not be the case, either. The United States could create a public data commons with data collected from a variety of government sources (and regulate it with strict rules about personal privacy), for use by businesses, local governments, and nonprofits to train machines. Any new data would be fed back into the data commons, allowing the quality and quantity of the information to improve over time. Alternatively, the government could require technology companies to make their data available in interoperable formats. If those companies effectively have monopoly power over data, then they could be regulated as monopolies—with public access to the data sets as a condition for their continued protection as monopolies. No legal obstacles stand in the way of these options, and both would enable innovation and expand the number of players working on important technological developments.

SQUEEZING THE GOVERNMENT

For the moment, such public initiatives exist only as proposals. Big technology companies have considerable market power, and the U.S. government increasingly relies on their services, including to run its national security apparatus. Technology is, of course, a crucial aspect of warfare, and firms such as Amazon and Microsoft have contracts to provide cloud services to U.S. defense and intelligence agencies. These technology companies are fast becoming part of the United States’ defense industrial base—the collection of industries that are indispensable for U.S. military equipment. As they do so, the curse of monopoly capitalism that already affects the country’s overconsolidated defense sector—causing higher costs, lower quality, reduced innovation, and even corruption and fraud—will likely grow worse.

To see the challenge ahead, consider the present state of the U.S. weapons industry, which is already remarkably uncompetitive. In 2019, the Government Accountability Office found that 67 percent of 183 contracts for major weapons systems did not have a competitive bidding process. Almost half the contracts went to one of five companies—a stunning testament to the dominance of a handful of firms. And in 2018, the Defense Department released a report on the military’s supply chain that listed numerous items for which only one or two domestic companies (and in some cases none) produced the essential goods. Perhaps most striking of all, the report found that the United States no longer had the capacity to build submarines on a rapid timetable because of single suppliers and declining competition.

Unsurprisingly, as Frank Kendall, a former head of acquisitions at the Pentagon, has pointed out, large defense contractors “are not hesitant to use this power for corporate advantage.” In a recent article in The American Conservative, the researchers Matt Stoller and Lucas Kunce argue that contractors with de facto monopoly at the heart of their business models threaten national security. They write that one such contractor, TransDigm Group, buys up companies that supply the government with rare but essential airplane parts and then hikes up the prices, effectively holding the government “hostage.” They also point to L3 Technologies, a defense contractor with ambitions, in the words of its one-time CEO, to become “the Home Depot of the defense industry.” According to Stoller and Kunce, L3’s de facto monopoly over certain products means that it continues to receive lucrative government contracts even after it admitted in the settlement of a 2015 civil fraud lawsuit that it had knowingly supplied defective weapons sights to U.S. forces.

As technology becomes more integral to the future of U.S. national security, Big Tech’s market power will likely lead to much the same problems. Technology behemoths will amass defense contracts, and the Pentagon will be locked into a state of dependence, just as it is currently with large defense contractors. Instead of healthy innovation, the government will have created what Michael Chertoff, a former homeland security secretary, has called a “technological monoculture,” which is unwieldy and vulnerable to outside attack. The cost to taxpayers will increase, whether due to higher prices or fraud and corruption, and much of their money—funding that could have been available for innovation—will become monopoly profits for technology executives and shareholders.

A WAY FORWARD

That technology companies do not want to be broken up is unsurprising. They are profitable, growing, and powerful. Nor is it a mystery why they try to play the trump card of invoking national security in their defense. But even from the viewpoint of national security, the case for shielding Big Tech from competition is weak. Technology companies are not competing with China so much as integrating with it, at significant risk to U.S. interests.In the United States, competition and public investment in R & D, not today’s consolidated technology sector, will provide the best path forward to innovation.

Policymakers should embrace proposals to break up and regulate big technology companies: to unwind mergers and acquisitions such as Facebook’s decision to buy the social networking and messaging services Instagram and WhatsApp. They should require technology platforms such as Amazon to separate from businesses that operate on their platforms. They should apply nondiscrimination principles drawn from public utilities and common carrier laws to digital platforms. And they should adopt stringent privacy regulations.

In this era of great-power competition, the best way to remain competitive and innovative is through market competition, smart regulations, and public spending on R & D. Breaking up Big Tech won’t threaten national security; it will bolster it.

#### Digital authoritarianism causes global info-wars – extinction.

Manstead ’20 [Katherine; Non-Resident Fellow @ Alliance for Securing Democracy and Senior Adviser for Public Policy @ Australian National University’s National Security College; “Strong Yet Brittle: The Risks of Digital Authoritarianism”; https://securingdemocracy.gmfus.org/wp-content/uploads/2020/05/Strong-Yet-Brittle-The-Risks-of-Digital-Authoritarianism.pdf]

While digital authoritarianism can enhance regime durability and national power, it also introduces deep-seated vulnerabilities, eight of which are considered below. Significantly, digital authoritarians may find themselves in a state of constant contest with other regime types, trapped in cycles of overreach and backlash, and prone to strategic miscalculations that pull them into interstate conflict. The current turn to digital authoritarianism therefore also has broader implications for international peace and stability.

Brittle Legitimacy

Reliance on information control makes authoritarians brittle. Small chinks in their information control armor could have existential consequences, particularly during political or economic crises (i.e. when the regime needs to rely on control for legitimacy because it is not delivering for citizens). The information and ideas most dangerous to authoritarians include:

• the identity of opposition groups and leaders and their levels of support; 17

• technical means for subverting control of communications and surveillance technologies;18

• ideas about values that transcend state sovereignty, such as liberalism and human rights;19

• evidence that the central government is not delivering efficient outcomes;20 and

• ideas that undermine the myths and narratives used to legitimize authoritarian rule or the power of the ruling elite.21

Constant Contest

Since technologies and ideas are dynamic, the battle for information control is a constant struggle. It can never be ‘won.’ Authoritarians are therefore in a perpetual state of information warfare, inside and outside their regime, and feel perpetually insecure. This dynamic may lead authoritarian governments to assess that it is worth engaging in information or cyberattacks to discredit liberal ideas at their foreign source or to shape or disable systems that jeopardize their information control—despite real risks of conflict escalation and global pushback.

Overreach and Backlash

The fundamental importance of information control to authoritarians increases the likelihood of overreach, leading to cycles of backlash and reprisal. Many perceive China’s heavy-handed narrative warfare in Hong Kong and confrontational efforts to control narratives about coronavirus to be strategic missteps. For example, CCP efforts to stifle dissent by punishing online gaming company Blizzard and the National Basketball Association (NBA) arguably aided Hong Kong protester narratives;22 while CCP obfuscation about coronavirus has prompted unprecedented diplomatic rebukes from world leaders.23 Despite rising international awareness and condemnation of China’s sharp power tactics,24 China is accelerating, not muting, these behaviors.25 One explanation for this is that the CCP calculates that the risks of international backlash (and occasional overreach by its officials) are acceptable, compared with the risk of letting domestic information control falter.

Impaired Feedback Mechanisms

Authoritarians embrace technology to increase the legibility of their societies. But legibility requires cooperation from society. It is facilitated by an open information ecosystem, robust civil society, mechanisms of transparency, and protections for political speech.26 Conversely, information control and technology-enabled systems of surveillance and enforcement discourage accurate reporting and punish whistleblowing, while incentivizing officials to conceal failures and exaggerate successes.27 In 2007, Le Keqiang (before he became China’s premier) described China’s national income figures as “man-made” and unreliable, and noted that more objectively verifiable proxies should be preferred to official statistics collected by provinces.28 Without elections, authoritarians can also struggle to understand public sentiment, a problem highlighted by the Chinese government’s mismanagement of massive ongoing protests in Hong Kong. Party leaders wrongly assessed that the protestors’ grievances were primarily economic rather than political and that they did not enjoy broader public support.29 As Zeynep Tufekci has observed, the costs of China’s “authoritarian blindness” have been immense: a solvable issue (demands to withdraw a relatively unimportant extradition treaty) became “a bigger, durable crisis” with ongoing political consequences.30

China’s delayed reaction to coronavirus is a stark example of the authoritarian legibility and feedback problem. Local officials and hospital administrators in Wuhan suppressed information about the outbreak and punished doctor whistleblowers—depriving other provinces and the central government (not to mention international authorities) of vital signals that would have allowed swifter action to control the pandemic.31 Once authorities acknowledged the pandemic, China deployed the full weight of its digital surveillance capabilities. It was able to implement top-down lockdowns quickly; marshal its tech sector to build health apps; force citizens to download these apps; and access vast commercial holdings of personal data to cross-check compliance. However, it lacked critical bottom-up feedback systems that may have obviated the need for such draconian measures in the first place.32 Indeed, controlling for income and population size, authoritarian regimes appear to be more lethal than democracies during epidemics, arguably because of their closed information ecosystems.33

Overreliance on Technological Systems which ‘Fail Hard’

Many authoritarian governments are embracing AI-driven surveillance and control methods—from ‘smart cities’ to digital currencies, e-payment platforms and social apps. However, when AI systems fail, they tend to fail in unpredictable, often catastrophic ways. While citizens in democracies lament slow adoption of digital governance, authoritarians’ speed comes with the risk that authorities roll out unsafe or vulnerable systems.34 Imagine a critical failure of China’s social credit system—whether by accident or sabotage—which affected the integrity of records. The implications for regime stability could be significant.

AI systems do not need to fail to produce problematic results. They draw insights and make predictions based on correlations in vast datasets but are not good at identifying causal mechanisms. This means that AI systems often produce outcomes which humans cannot reverse engineer or routinely evaluate. Like using asbestos to build a city, AI governance systems might produce good results in the short-term, but inconsistencies or oversights in their approaches could lead to cascading failures that humans struggle to identify, let alone rectify.35

Unintended Consequences from High-Tech Modernism

Fixation by central governments on achieving targets or deploying certain technologies creates incentives for local officials to deploy “technology placebos” that do little to address underlying economic and social concerns. For example, many so-called smart city projects in authoritarian societies have failed to meet development and economic goals. They are fraught with issues such as “unclear strategic goals” (e.g. they often optimize for surveillance, not development) and “inadequate implementation.”36 This problem may be particularly pronounced for less-developed authoritarian governments which have been persuaded, for strategic reasons, to buy Chinese-exported digital surveillance tools that are not customized to local circumstances. These cities may also become locked into unstable or insecure technical architectures37 and economic dependence on China.38

Commitments to targets, and ideological fervor about technology, can also distort commercial decisions and raise unrealistic public expectations. Analysis of China’s AI industry, for example, suggests that companies are eschewing investment in basic research and focusing on quick wins in applied research.39 Additionally, China is already behind on meeting a number of its technology targets40—a lag that will likely be exacerbated by the global economic downturn following the coronavirus pandemic, and rising security fears in foreign markets about the security of Chinese technology and IP theft by its companies.

From a strategic perspective, there are risks that authoritarian governments’ fixation on technology-centric strategies will lead them to overestimate what technology can in fact achieve. For example, Chinese military strategists have posited that AI could lift the ‘fog’ of war and eliminate uncertainty and confusion on the battlefield. This is an ahistorical and unlikely prediction that could inspire miscalculation.41 Russian strategists theorize about how psychological operations might subdue adversaries without a shot being fired—an approach that may overestimate what cognitive warfare can achieve, at least without being combined with other elements of national power.42

Challenges to Social Cohesion

The medium- and long-term social consequences of digital authoritarianism are yet untested. Overreliance on surveillance and enforcement systems could attenuate relationships within a society, exacerbating authoritarians’ underlying low trust problems. Since they tend to reduce citizens to data inputs, these systems may deny citizens’ intrinsic desire for dignity and identity—with unexpected results.43 Information control tactics—such as flooding—can repress opposition, but long-term may exacerbate public uncertainty and decrease business confidence and trust in official information, with implications for social cohesion and economic progress.44

Dysfunctional Innovation Ecosystems

Information control and state-led pushes for technology dominance risk hampering innovation. For example, to achieve Xi Jinping’s ‘Made in China 2025’ goals, the CCP is supporting high-tech monopolies, restricting international collaboration, and yoking the state and market together.45 However, monopolies are notoriously inefficient and cross-border collaboration is an important driver of innovation. Further, innovation works best under free market conditions and in open societies.46 Some analysts argue that China’s success in deploying AI applications is an exception to this rule. However, there is a risk that Chinese companies are prioritizing shortterm breakthroughs (e.g. analyzing existing datasets to find new insights) at the expense of long-term investment in basic research.47 While authoritarians may excel at developing and deploying AI applications, conceptual research is arguably the real engine of AI advancement—and something that will continue to thrive in open societies.

Summary and Further Research

All states face risks in the information age, but the extent to which regime type affects the relative likelihood of these risks materializing, and their magnitude, is understudied. For example, much has been written about liberal democracies’ vulnerabilities to propaganda and foreign interference via social media.48 But while information warfare against open societies is more likely, arguably it is a higher magnitude threat for authoritarians, where control of information is core to regime survival. Similarly, analysts often lament that democratic governments have been slow to digitize governance systems and craft forward-looking technology policy.49 But while digital authoritarians might outcompete democracies in the roll-out of advanced technologies, this creates new vulnerabilities and risks. Inappropriate safeguards and accidents may result in cascading failures, while heavily digitized governance systems may be susceptible to foreign attack. Regime type may also affect the relative ability of authoritarians and democracies to mitigate their information age risks. For example, a democracy can build resilience to cyber and information threats through a variety of civil society and market-based interventions. Digital authoritarians must rely on a more limited set of top-down policy tools. Ultimately, a more systematic effort to map the comparative strengths and vulnerabilities of authoritarians and democracies in the information age could help both to better understand the other’s threat perceptions and manage escalation risks. It might also highlight ways in which democracies can hold digital authoritarians’ core interests at risk, in order to deter authoritarian interference in their own digital environments.

### 1AC – Plan

#### The United States federal government should adopt the principle of separating platforms from commerce for platforms in the private sector.

### 1AC – Dependency Trap

#### Contention two: Dependency Trap

#### Digital platform conglomeration generates a dependency trap that threatens inclusive growth – separating platforms from commerce protects small firms in the developing world.

Buthelezi & Hodgeet ’21 [Thembalethu; Principal Economist @ Economic Research Bureau of the Competition Commission of South Africa; and James; Chief Economist @ Economic Research Bureau of the Competition Commission of South Africa; “Competition and Consumer Protection Policies”; The United Nations; https://unctad.org/system/files/official-document/ditccplp2021d2\_en\_0.pdf; AS]

Making markets more inclusive not only addresses social imperatives, but also can make markets more competitive and benefit consumers. Most economists see a large and vibrant small business sector as essential in providing dynamism, growth and employment opportunities to an economy. Digital start-ups play the same role, especially in terms of dynamism through innovation. Consumer benefits may manifest themselves in lower prices, but equally important are the benefits from greater choice, and better privacy protection and innovation. Indeed, the open banking initiative in the United Kingdom has seen the most benefits from increased innovation by challengers but also the incumbents that have been forced to innovate more with their own data, which is now also accessible to challengers.

However, there is a distinct risk that the digital age could threaten this inclusion in two ways. First, there is a risk that digital markets are dominated by developed economy global giants exploiting the vast economies of scale and scope that exist. Second, there is also a risk that digital markets become dominated by a few large digital conglomerate firms even if they are domestically owned.

Conglomeration is a clear trend in digital markets, with larger digital platforms rapidly moving into adjacent markets, including producing or providing the products sold on their platforms. This is in stark contrast with the most recent trend of the industrial age, which is to focus on core competencies and abandon conglomeration which was often punished by investors. Various factors are driving this trend. One is the economies of scope associated with data gathered or consumers accessing those platforms, which can then be monetized in various ways. Rather than exchanging this data, firms have sought to exploit it themselves. Amazon’s move from online retailing of books to all other products, including its own brands, is a classic case. A second is the enormous resources at their disposal. For example, Amazon invested early in data centres to support the development of its e-commerce activities but then later decided to enter the market for cloud services (through Amazon Web services).44 The third way that inclusion 44 Bourreau M and de Streel A. (2019). Digital Conglomerates and EU Competition Policy. CRIDS Namur Digital Institute. can be undermined is that the control of consumer access enables platforms to displace those that depend on it. Amazon and Google shopping are examples for commercial goods, but Facebook and Apple do the same with apps.45 Finally, the observation of global trends indicate that digital conglomerates are much more likely to acquire start-ups than be challenged by them.46 Conglomeration is not only a global platform phenomenon. The same economic forces can support local conglomeration. South Africa has its own Internet giant, Naspers, which built its position through acquiring shares in Chinese social networking and gaming firm Tencent early on. Naspers has been building its local e-commerce and digital online platforms, in part through a series of acquisitions. It has also been expanding the product range of such platforms. Furthermore, the gradual expansion of the highly successful South African healthcare insurer Discovery into life insurance, short-term insurance and now banking is a more “old economy” example of how such data and consumer access can be leveraged into adjacent markets.

Conglomeration by global and local digital market firms has the potential to negatively impact inclusion, even if there is sufficient competition among these larger players to maintain price and non-price market outcomes at competitive levels. This is particularly concerning in the South African context, where market concentration levels are already high, and the likely impact of increased conglomeration are heightened barriers to entry for potential entrants since the large digital platforms become “gatekeepers” to access markets.

Therefore, from a competition policy perspective, more needs to be done to ensure that digital markets are also open to domestic start-ups and challengers, and that global firms share in the rewards that they derive from developing markets. Locally, additional tools will be required to address the threat of conglomeration. For example, merger control needs to be revisited not only for killer acquisitions, which have attracted most attention, but also to combat increased conglomeration through merger creep. Such acquisitions do not necessarily kill a potential competitor, but rather gives the conglomerate platform a foothold in an adjacent market that can be leveraged later.47

Merger control also needs to be alert to the removal of a potential entrant of another sort. In a developing country context, there is also a tendency for global platforms to acquire the largest local home-grown platform rather than enter themselves. Such mergers deny consumers the benefit of additional competition and a potentially less concentrated market in the future. In addition, taking a tougher stance on conglomerate strategies, such as self-preferencing, exclusive and most favoured nation agreements, may also be appropriate. In its draft buyer-power enforcement guidelines48 the CCSA has already highlighted that behaviour such as self-preferencing would be considered as unfair trading practice by dominant online platforms that bring together thirdparty suppliers and consumers, such as e-commerce platforms.

Developing domestic firms to compete in this space is another area for competition and even industrial policy. Online businesses can sell products globally without a physical presence in the countries they service. Such global reach and costless replication mean that the previous drivers of localized production are frequently left out. For instance, transport costs for raw materials, import tariffs or domestic distribution all provided a rationale for a local presence. That rationale may be missing in many (but not all) future digital markets. As a result, the driving force of innovation and back-end jobs created by these firms may remain in their headquartered country, leading to even greater exclusion of developing countries. Furthermore, global platforms may choose to shift their profits to low-tax jurisdictions – a strategy not necessarily viable for local platforms – that provide these global firms with a significant competitive advantage over local platforms.

If this is to be avoided, then developing countries will need to provide industrial policy incentives for global firms to station operations in their jurisdictions. It will also need to support the development of local digital firms to participate in the digital age, much like the infant industry arguments of old times. It will also require investment in skills and capital financing. This must include the funding of research through universities and will require regulators such as the CCSA to invest in-house talent focused on digitalization of the economy.

Policymakers and regulators in developing countries must also focus their efforts on how to support entrepreneurs to unleash these opportunities and deconcentrate markets. Doing so would directly address the twin objectives of competition policy, namely, more competitive and more inclusive markets. This support may be best achieved through proactively unblocking whatever hindrances remain for these digital entrants, particularly from incumbent firms. Ownership of data and access to consumers or distributional channels are market features that favour large firms purely by dint of their size and incumbency, rather than guaranteed superior product offerings.

3. Data portability and interoperability

Data is seen as a source of significant advantage in the digital age. Data is also the basis for many new and old services. While data portability and interoperability are at the heart of loosening the ~~FAAGs’~~ [GAFA’s] gatekeeper power, there is also tremendous scope for a general regime on data portability and interoperability to open markets to new innovative businesses, while ensuring privacy and security of personal data. Such a regime may be an effective tool in addressing the market power of existing “brick and mortar” incumbents by reducing barriers to entry, allowing new entrants to disrupt traditional industry and have an impact across all markets. Data is not the only area. The European Union expert report’s findings on digital markets around strategies to frustrate new entry deployed by digital firms also resonate to a large extent with existing old economy platforms such as financial service Consideration needs to be given to whether such rule changes should have broader application in markets where incumbents fight digital disruptors. Another benefit of a proactive approach is that it may well prevent emerging digital markets from becoming concentrated and less inclusive over time. A potential advantage of developing countries is that some of these digital markets are not as well developed, or there is still scope for new entry and market growth as a large part of the population is not yet connected. This means that there is still space to keep these markets competitive and not have the difficult task of either regulating entrenched monopolists or seeking to develop entrants in their presence. After all, if there is one lesson for competition policy from the ~~FAAGs’~~ [GAFA’s] debate, it is that it is extremely hard to address economic power once it is in place, especially for a competition regulator in a developing country.

The European Union expert report on digital markets has suggested a shift in onus for dominant digital firms on certain conduct.50 However, a developing country competition regulator should also consider whether there are additional rules which could be imposed even on non-dominant digital firms to ensure competitive markets in the future. For example, rules on data interoperability, limitations on most favoured nation or best price clauses, and limits to self-preferencing on digital platforms more generally could be imposed in competition law enforcement regardless of dominance. Limiting large platforms from selling in competition with those that access consumers through them might be another area for consideration.51

#### The United States must apply structural separations to platforms competing with commerce internationally – the Global South overwhelmingly lacks the institutional capacity to police platforms on their own.

Gurumurthy ’19 [Anita et al; Executive Director of IfTC and Expert Advisor for the UN Secretary General; “PLATFORM PLANET DEVELOPMENT IN THE INTELLIGENCE ECONOMY”; https://itforchange.net/platformpolitics/wp-content/uploads/2019/06/Platform-Planet-Development-in-the-Intelligence-Economy\_ITfC\_2019.pdf; AS]

Platform governance: the way forward

Platform governance is an overarching development policy challenge of our times, not just a narrow technology policy issue. A planetwide restructuring of economic ecosystems by digital platforms has triggered new contestations over socio-structural relations and geopolitical power. This calls for a cohesive policy response that can adequately and appropriately reorient the platform mode of economic organization towards a more equitable distribution of the efficiencies of intelligence scale economies. Such a policy approach also needs to be multi-scalar (spanning interventions at global to national and local levels) as well as cross-sectoral (encompassing integrated actions in digital, economic and social policy domains). We summarize the challenges for policy development in this chapter, also discussing the key building blocks of a comprehensive policy framework.

4.1 Governance challenges in the platform economy

a) Old laws don’t work: Most countries in the Global South lack legislative frameworks that address the rights and development implications of platformization trends. For example, as we found, individuals engaged in platform-mediated service work across different sectors – domestic work in the Philippines, tourism in Indonesia, and transportation in South Africa – are not covered under pre-existing labor laws (Barrameda et al., 2019; Bentley & Maharika, 2019; Mare et al., 2019). Similarly, the interests of small and medium enterprises and consumers are not adequately protected against unfair trade practices of platform companies in emerging digital commerce markets such as Nigeria (Nuruddeen et al., 2018). Even developed countries with legal-institutional frameworks for human rights enforcement and corporate accountability – such as EU member states – face difficulties in coping with the ongoing digital disruption. In France and Belgium, robust pre-digital labor laws are proving inadequate in providing social protection to platform workers with atypical employment contracts. Similarly, the application of preexisting consumer protection frameworks to digital services in the EU has meant the use of blanket disclaimer clauses by platform firms, with no explanations about obligations arising in the online context (Delronge et al., 2019). When new legislation specific to the digital context, such as the GDPR, has been introduced, the penalties for violation may often not be deterrent enough (Hintz & Brand, 2019). It has been found that companies such as Google, which have been repeatedly fined by the European Commission for non-compliance with prevailing legislation, nonchalantly continue their illegal market practices by treating fines as the costs of doing business.

b) State responses are knee-jerk: Platform regulation often times tends to be ‘scandal-prompted’. For example, in China, it was public outrage over the rape and murder of two female passengers by DiDi Hitch drivers in 2018 that prompted the ministry of transport to set up a national supervision platform for systematic background verification of the drivers enrolled with ride-hailing companies (Chen et al., 2019). Similarly, in Uruguay, the central bank rushed in to hastily regulate the P2P lending sector without fully understanding its operational dynamics as a response to increasing negative national media coverage about the sector becoming a ‘financial Uber’ (Aguirre & GarciaRivadulla, 2019).

c) Platforms become boundary objects, interpreted differently by different state agencies: The conflicting imperatives to create an enabling environment for the growth of the domestic digital sector whilst guarding against the monopolistic and exclusionary tendencies of the platform economy seem to culminate in a Catch-22 scenario impeding effective policy development. For example, in Argentina, there was a bitter tug-of-war between the Ministry of Production and the Argentine revenue service (AFIP) about the application of tax laws to the regional e-commerce platform MercadoLibre. While the Ministry of Production called for exempting the platform from tax liability as part of its larger strategy of encouraging domestic digital industry, the AFIP was of the opinion that MercadoLibre ought to be treated as a commercial firm rather than as a technology company. The Ministry of Production had its way, but it is difficult to ascertain whether the decision to treat MercadoLibre as a technology company deserving of tax exemptions will fare better for the long term health of the Argentinian economy in comparison to the AFIP proposal (Artopoulos, 2019).

d) Big platforms are mythified as the necessary route to success: The myth-making that surrounds platforms also means that governments, especially in the Global South, adopt pro-platform policy approaches. The promise of innovation and opportunity has often led governments to valorize platforms as an enabling force in aiding national growth. There has existed in the tech industry, even before the platform era, an “alliance capitalism” between industries of innovation and policy (Higgins, 2015, as cited in Chen et al., 2019). Consider the 2018 bid by Amazon for its new headquarters, which had city and state governments in the US outdoing one another to offer sops, tax cuts, economic incentives and even political positions to the company, convinced by the potential for jobs and economic growth that Amazon could bring in for the economy (City Lab, 2018b). Or, as in China’s case, where the Internet Plus vision has catalyzed and championed the growth of private platforms in many ways (Chen et al., 2019).

e) Platform companies tend to usurp public policy spaces: By becoming a part of the multi-stakeholder processes that drive policy, platforms take on a direct role in norm and rule development. Such formal membership in governance spaces raises concerns about conflict of interest. In Argentina, when traditional banks raised concerns over MercadoLibre’s new offerings for fintech services, the company successfully negotiated with the government to set up a commission to liaison between the central bank and itself, also managing to get a seat on the commission (Artopoulos, 2019). In December 2018, Netflix’s director of regulation was appointed to Brazil’s film board, Conselho Superior de Cinema, a recognition that the platform is an increasingly important player in the country’s media regulation discussions (Valente & Luciano, 2019).

f) The lack of binding international law gives corporations runaway power: There is no binding global legal framework to check corporate abuse and violation of human rights. Transnational digital companies not only flout domestic legislation with impunity, but also exploit the lack of cross-jurisdictional rules. When faced with the risk of prosecution for unfair market practices in national courts, they evade responsibility by transferring liability to their parent company outside the jurisdiction (Mare et al., 2019; Van Eck & Nemusimbori, 2018). For example, in 2017, the South African Transport and Allied Workers Union brought a case to the national Commission for Conciliation, Mediation and Arbitration (CCMA) on how Uber’s arbitrary deactivation and termination of drivers enrolled on the platform constituted a violation of protections against unfair dismissal under the country’s existing labor laws. CCMA took up proceedings against Uber SA, the South African subsidiary of the global platform company, and ruled in favour of the plaintiffs. A year later, the company managed to get the ruling overturned in the Labor Court on the technicality that Uber SA was a mere recruitment and training agency for Uber BV based in the Netherlands, which provided the app and made payments to partner-drivers.

4.2. Curbing digital monopolies

The platform economy displays monopolistic tendencies that curtail economic innovation and deepen inequality; but by no means is this an inevitability (Mann & Iazzolino, 2019). Traditional legal approaches to managing the rights, relations and conduct of persons and businesses engaged in commerce demand a major overhaul in the digital context (See Figure 5). This pertains to both commercial laws and to new rules concerning techno-design.

4.2.1 Changes to commercial laws

a) Competition law: Current approaches in competition law tend to regard short term consumer pricing gains as an adequate indicator of vibrant market competition (Khan, 2019). Understandably, this signal becomes extremely misleading in emerging digital markets where dominant platform companies often pursue strategies of free/deep-discounted products and services with an eye on long term consolidation of the network-data advantage for market domination (Curbing Corporate Power Alliance, 2019). In this scenario, competition law must move away from a narrow, neoliberal consumer welfarist approach. Instead, it must adopt economic structuralism as a framework to address the undue advantage that digital platforms enjoy in their role as “unavoidable trading partners” in the multisided markets they control (Cremer et al., 2019). The unique vantage that platforms occupy enables them to engage in upstream and downstream price manipulation, which policy must be able to check. The opacity that surrounds such data-supported gaming by platform companies makes it difficult to identify and establish proof of willful anti-competitive conduct. The EU has attempted to address this through its February 2019 regulation for platform businesses. It has mandated a duty of transparency (to be effective by 2020) with regard to standard terms and conditions of service (including data practices and notice of changes in terms of services) on all platform intermediaries providing digital services. This covers search engines, e-commerce marketplaces, app stores, social media and even price comparison tools. In addition, it has provided user guarantees for a right to explanation pertaining to algorithmic ranking and prioritization of goods and services on platform marketplaces (European Commission Press Release, 2019).

#### Structural separations between platforms and commerce equalize international bargaining power – now is key to prevent feedback effects from locking in dependency.

Johannsen & Gonzalez ’21 [German; PhD Candidate and LLM @ Max Planck Institute for Innovation and Competition; and Andrés; LLM and Chilean Competition Law Compliance Officer; “Digital Platforms & Economic Dependence in Chile Any Room for Competition Theories of Harm without Dominance?”; https://law.haifa.ac.il/images/ASCOLA16/GJAG.pdf; 15 June 2021; AS]

1. Platforms and economic dependence

As transactions —both economic and social— move to the Internet, the role of digital intermediary platforms (hereinafter "platforms") in the economy has increased as facilitators of interactions between the several economic agents (users, buyers, sellers, advertisers, suppliers, etc.). At a global level, some platforms have reached a large size, in some cases becoming part of digital conglomerates with a multinational presence, among which are the so-called TechGiants.7 In Chile, while there is a consolidated presence of platforms that base their business on exploiting the attention of users (e.g. social networks or video platforms), in other sectors platforms are in early stages of expansion8 (e.g. e-commerce in Chile9 ).

In their expansive or developing stage, the platforms seek to increase the amount of users who interact through them. In general terms, more users on one side of the platform, gives more value to the users of that side and/or the other sides (direct and indirect network effects). Already in the world-renowned US Microsoft case this effect was reported when it was pointed out that developers preferred writing applications for operating systems that had enough consumers, and consumers preferred operating systems that already had multiple applications, an effect that is recognized as a barrier to entry.10 Additionally, in the data economy, the more members, the more and better data, which allows for improved service/user experience (databased network effects).11 In other words, by acting as an intermediary, the platform captures revenue, but also internalizes positive externalities, adding value to its whole infrastructure. The positive feedback generated by network effects, in addition to economies of scale and scope, can lead to a platform reaching a size where, for its rivals, it is no longer profitable to compete.12 Once this tipping point is reached, it is easier for the platform to win the whole market.13 This economic rationale defines how and for what purpose platforms compete. On the other hand, the platforms' business models seek to create a long-term relationship with users and suppliers.14 In this regard, the platform can track those who participate in it (via personal accounts and devices) and extract data to create profiles, study preferences and predict behaviour.15 This generates efficiencies related to the personalization of services, which reduces the efforts to match supply and demand. The information obtained from the data analysis generates value that, added to the positive network externalities, increases switching cost for users and suppliers.16 Regarding users, switching costs could be lower if they interact through several platforms (multi-homing).17 However, many times this is not the case since users incur in convenience costs or the platform sets strategies to make muti-homing unlikely.

18 Regarding suppliers, switching costs also depend on whether they had to adapt their technology and business model to the platform’s requirements. 19 Increasing switching costs can make it unrealistic for a provider to switch platforms and still operate in an economically viable way.20 The result is an asymmetry of bargaining power to the detriment of those who depend on the platform. In other words, there is an economic dependence, asis known in comparative doctrine.21 The brick-and-mortar retail sector,22 several agro-industrial sectors,23 and in the context of digital platforms show different market structures leading to dependence. 24 Yet, in the latter, there are two major differences. On one hand, economic dependence can be a decisive factor in the winner-takes-all race. On the other hand, platforms can be placed in a strategic position, as the orchestrator of marketplaces where other players —most of them not rivals of the platform— are going to compete. Therefore, it is critical to understand to what extent economic dependence regarding a platform may affect the wellfunctioning of the market.

2. Dominant power and uneven bargaining power

Economic dependence accounts for an unequal distribution of bargaining power.25 This imbalance allows the holder of such power to exercise aggressive negotiation strategies both at the contractual level (e.g. tied sales, arbitrary interruption of trade relations) and extracontractual level (e.g. refusal to buy or sell), which end up imposing an excessive economic burden on the weaker party. In comparative law, this type of uneven bargaining power is often called superior bargaining position or relative market power26 (hereinafter, indistinctly, “bargaining power” or “relative power”). The exercise of relative market power can have, in turn, a feedback-loop effect, as it reinforces the existing situation of economic dependence.

Regarding digital platforms that provide services as a distribution channel, their strategic position as an intermediary and the size of suppliers who offer goods through it —many of which are small or medium businesses— allows them to be in a position of relative power visà-vis many suppliers. Under these circumstances, the platform can incur in various forms of abuses. The most obvious would be to increase unilaterally the commissions for transactions or enter into exclusivity contracts. A less obvious would be to use the information it obtains as intermediary to favour the marketing of its own branded products 27 or deny access to data that is relevant to users (e.g. about recommendations) and suppliers (e.g. about ranking).28 Not being able to access such data can increase the cost of switching platforms, as it makes data portability more difficult, which in turn may increase the degree of dependence.

While these commercial practices are a manifestation of economic and contractual freedom, in some cases they might be abusive as they could undermine good faith and/or fairness in commercial relationships. In other words, these normative foundations serve as a basis for establishing a boundary between practices with relative market power that are socially acceptable and those which are not. Both at a national and comparative law, the materialization of this dividing line is found mainly in the field of contract law and unfair commercial practices laws. 29

On the other hand, from the perspective of the market’s functioning, although imbalances of bargaining power are inherent in all markets —so much so that they are usually considered a sign of competition—, 30 the exercise of relative market power could, under certain circumstances, cause negative effects on the market structure. As such, a second normative foundation for limiting relative market power could be competition. 31

For instance, taking the commissions’ example, if the platform’s relative market power allows it to raise commissions only to certain suppliers, the resulting differentiated charges can lead to a downstream distortion of competition. 32 On the other hand, in the refusal to grant access to data example, while a vertical-bilateral approach would enable a claim for damages generated on those who cannot access their data, a horizontal-collective approach allows an analysis of whether there are artificial barriers that obstruct competition in the platform market. Moreover, the imposition of exclusive distribution clauses or other formulas that increases switching costs can cause the same effect. 33

Platforms have incentives to be the first to adopt this type of strategy, because by doing so they can take advantage in the winner-takes-all race. 34 In this context, one of the main questions is when these aggressive strategies should be regarded as anti-competitive. To this end, competition law usually resorts to the rule of dominance.35 Dominant power is a legal fiction that —based on economic parameters— distinguishes whether a firm has sufficient market power to behave with independence from competitors36 and/or customers37 on a constant basis. If so, their behaviour is scrutinised to assess whether it has an economic justification or, on the contrary, whether it was carried out to exclude competitors or exploit the market. Yet, in digital platform markets (and in the data economy in general) this rule faces several difficulties.38 First, since platforms have multiple sides, it is complex to understand the distribution of power among them.

39 Second, in the data economy it is complex to know what the true utility or value of a company's accumulated data is and how important it is to access this data for third parties to compete.40 On the other hand, the rule of dominance seems not able to handle all cases of economic dependence threatening competition. Indeed, according to the examples we saw, a third difficulty is that there could be a scenario of dependence distorting downstream or upstream competition (where the platform does not compete, or competes, but is not dominant). Finally, a fourth difficulty is that, even without dominance, a platform can make strategic use of dependence to reach a position of dominance that will later allow it to win the whole market.

#### Structural separations can reorient the coordinates of geo-economic power – smart economies need smarter regulations.

Gurumurthy ’20 [Anita et al; Executive Director of IfTC and Expert Advisor for the UN Secretary General; “Unskewing the Data Value Chain: A Policy Research Agenda for Equitable Platform Economies”; (September 1, 2020); Available at SSRN: https://ssrn.com/abstract=3872492; AS]

Development is about how developing countries can move out of highly competitive activities with low margins to higher value activities with higher knowledge premiums, a process that has been recognized as structural transformation (Mann & Iazzolino, 2019). Fuelled by digital intelligence, all sectors of the economy are today undergoing a rapid makeover; a transition that requires developing countries to ensure that their productivity gains and digital capabilities are in a virtuous cycle. However, the “intelligence premium” harvested by dominant platform-lead firms in global data value chains constitutes a barrier to entry, impairing the global competitiveness of developing countries (Gurumurthy et al., 2019). The private enclosures of data and digital intelligence unfairly cement the competitive advantage of rich countries in global data value chains and thwart the potential for structural transformation of developing countries. Hence, while the data paradigm presents an urgency for systemic coordination towards national digital industrialization, it also represents a highly contested faultline in global resource redistribution.

The development question for the digital economy then is this: how can the data value chain be unskewed for redistributive equity and inclusion?

This conundrum has been the topic of significant, even if nascent, debates. Both traditional and new age policy proposals are being put forth from various quarters: institutional reform proposals from multilateral agencies and regional political blocs such as OECD, policy review assessments initiated at the national level, and unconventional and radical solutions from progressive civil society networks and scholars.

The emerging proposals can broadly be divided into three main areas: reining in Big Tech power, carving out a new resource governance regime for data resources, and building intelligence infrastructure capabilities in the Global South. Admittedly, many of the ideas involved are fledgling and demand in-depth exploration and robust debate before they can coalesce into clear and effective policies. But the juggernaut of Big Tech impunity and a yawning democratic deficit in global/regional policies in critical areas like trade, taxation and capital flows demand bold and agile action that eschews incremental, status quoist measures. They call for a conceptual overhaul that accounts for the realpolitik of geo-economic power.

The following sections take stock of noteworthy policy proposals that have emerged in each of the three areas, examining them critically and posing priority directions for a research agenda11 that can answer the following questions:  How are current policy directions and emerging institutional mechanisms able to address questions of market fairness and economic equity in the digital economy?  How do emerging global policy frameworks on data and AI impact national development priorities and pathways?

Area 1. Reining in Big Tech power through traditional policy instruments

In mainstream policy discourses in the digital arena, there is increasing recognition that competition and taxation policy reform are urgently needed to effectively curb Big Tech power in global data value chains.

With respect to competition policy, there is mounting consensus that industrial era competition law frameworks need to be overhauled so that they are able to effectively address the anti-competitive risks of network-data effects in data value chains. In 2020, the European Commission for Competition announced an in-depth study aimed at the updation of its merger assessment rubrics to address the realities of asset light, data heavy platform business models of the digital age (Modrall, 2020). The United States House Judiciary Committee has just concluded an investigation into the structural separations to be effected in data value chains to ensure that corporations controlling essential platform infrastructures are not also competing with the businesses that transact goods and services on them, the urgently needed “separation of platforms and commerce” that legal scholar, Lina Khan, has flagged in her study of Amazon’s antitrust behavior (Khan, 2017; 2019). Such interventions to overhaul traditional competition laws are urgently needed in the Global South as well.12

Currently, the European Union is exploring a limited form of structural separation by prohibiting specialized data sharing services from deploying the data that they transact for other uses, in an attempt to establish boundaries between data intermediation and intelligence services layers. But as the proposed regulation in its current form does not extend to cloud service providers, content intermediaries, and data exchange platforms developed in the context of IoT, it can be argued that this regulatory solution does not go far enough.13

#### Only the FTC can cooperate with foreign antitrust agencies to properly administer remedies.

Pachnou ’17 [Ms. Despina, Organization for Economic Co-operation and Development, “DIRECTORATE FOR FINANCIAL AND ENTERPRISE AFFAIRS COMPETITION COMMITTEE” https://www.ftc.gov/system/files/attachments/us-submissions-oecd-2010-present-other-international-competition-fora/et\_remedies\_united\_states.pdf]

5. The Agencies’ Cooperation with Foreign Jurisdictions on Remedies

18. Achieving effective remedies often entails cooperation with foreign jurisdictions. Such cooperation may allow the U.S. agencies to secure relief that sufficiently protects U.S. competition and consumers without applying the remedy to conduct or assets outside the United States. When an extraterritorial remedy is necessary to address harm or threatened harm to U.S. commerce and consumers, cooperation helps to minimize the risk of conflict with obligations of foreign laws or foreign remedial orders.35 Cooperation and coordination on remedies can be efficient for enforcers and the parties under investigation, especially given that over 130 jurisdictions have antitrust laws and over 80 require pre-merger notification. Cooperation may result in a remedies package that addresses competition concerns in multiple jurisdictions.36 The Agencies work closely with competition enforcers in other jurisdictions on cases under common review, including to help foster convergence and consistent remedy determinations.37

6. U.S. Case Examples

19. To the extent that the Agencies rely on extraterritorial remedies, they do so in both merger and conduct cases, although they arise most frequently in the merger context. In all cases, the Agencies seek remedies that are appropriately tailored and that do not apply extraterritorially unless necessary to address the harm or threatened harm to U.S. commerce or consumers.

6.1. Merger Cases

20. In most mergers, the Agencies can obtain an effective remedy for U.S. competition and consumers without extraterritorial divestitures or other relief. This is the case even when an Agency coordinates with other jurisdictions in investigating a transaction that raises concerns in both domestic markets and markets outside the U.S. Even in these instances, however, coordination between jurisdictions can be helpful. For example, the FTC benefited from coordinating with antitrust authorities in Canada, the EU, and Mexico during the investigation of Emerson Electric Co.’s acquisition of Pentair plc, even though the potential harm to U.S. markets was resolved exclusively through the divestiture of a U.S. switchbox facility.38 Similarly, in the General Electric-Alstom SA merger, effective relief for U.S. markets required divestiture of only U.S. based assets; however, coordination between the Department and the EC in connection with the Department’s investigation “facilitated [the Department’s] investigation and helped formulate remedies that [preserved] competition in the United States and internationally.”39 A coordinated remedy resulted in the Department and the EC announcing separate settlements that eliminated harm to consumers in their respective jurisdictions. 40 There are many more cases in which the Agencies have coordinated with their foreign counterparts on mergers that affect multiple jurisdictions.41

21. Although a merger may affect competition in several jurisdictions, the Agencies focus on preserving competition in the domestic markets that may be harmed by the proposed acquisition. On some occasions, relief secured by foreign jurisdictions means that no remedy, domestic or extraterritorial, is necessary to protect domestic competition. Though our experience in deferring to another authority’s remedy is limited, we have relied on informal deference and remain interested in doing so, under the right conditions. A notable example was in connection with Cisco’s acquisition of Tandberg in 2010. The Department declined to challenge the merger in part due to certain commitments that Cisco made to the European Commission (EC) to facilitate interoperability in products related to a type of videoconferencing called telepresence. Waivers of confidentiality by the parties and industry participants allowed the Department and the EC to cooperate closely in their parallel reviews of the transaction, resulting in an efficient outcome for the enforcers and the merging parties.42

22. Nevertheless, certain merger investigations resolved by consent decree have required the divestiture of assets located outside the United States to preserve competition within the United States. For example, the FTC consent decree resolving concerns regarding the merger of cement manufacturers Holcim Ltd. and Lafarge SA required, in part, divestiture of a Canadian cement plant and related U.S. terminals along with two Canadian terminals related to a U.S. cement plant. The FTC explained that the divested assets “remedy competitive concerns in northern U.S. markets [and are] part of a larger group of Holcim assets located in Canada that Holcim and Lafarge have agreed to divest to address competitive concerns raised by the [Canadian Competition Bureau (“CCB”)]. Commission staff worked closely with staff from the CCB to reach outcomes that benefit consumers in the United States.”

43 An extraterritorial remedy was also required to resolve Department’s investigation of the Anheuser-Busch InBev SA/NV & Grupo Modelo S.A.B. merger. The consent decree in that matter similarly required divestiture of a facility outside of the United States, the Grupo Modelo brewery in Mexico, and a perpetual and exclusive U.S. trademark license to the seven brands of beer that Modelo then offered in the United States, as well as three brands not yet offered in the United States, but currently sold by Modelo in Mexico. This remedy allowed the acquirer “to meet current and future demand for Modelo Brand Beer in the United States,” which resolved concerns that the merger would harm competition in twenty-six local U.S. markets.

#### Digital inequality undermines the LIO and sparks populist backlash.

Flaherty & Rogowski ’21 [Thomas; PhD Candidate and NSF Graduate Fellow @ University of California – San Diego; and Ronald; Distinguished Professor of Political Science @ University of California – Los Angeles, Weatherhead Scholar @ Harvard University; “Rising Inequality as a Threat to the Liberal International Order,” *International Organization* 75(2), p. 495-523; AS]

Presiding over the November 2016 meeting of the International Political Economy Society, which followed that year’s US presidential election by only three days, David Lake began by saying, “To our theories, this result unfortunately comes as no surprise.” And indeed the field at large has believed that the growing “populist”1 backlash against the Liberal International Order (LIO)—not just the Trump victory but Brexit, the election of illiberal governments in Hungary, Poland, Turkey, the Philippines, and Brazil (to name only a few), and growing support for anti-immigrant and illiberal parties and candidates in many other democracies—has followed almost inevitably from the very changes the LIO has wrought, including of course increased trade and migration but also one major concomitant, rising economic inequality within states. According to our traditional economic theories,2 advanced and even middle-income countries are abundantly endowed with human capital, and poorly endowed with low-skill labor. And it is a rudimentary implication of international economics that, in those countries, expanded trade—or, even more, immigration of low-skill workers—will benefit the highly skilled and harm the less educated. Inequality will rise, and—perhaps the most prescient conclusion of the traditional analysis—partisanship will correlate increasingly with possession of human capital: opposition to the LIO will be strongest among the least educated and will decrease monotonically with more years of schooling.

The evidence, which we survey briefly, admits of no doubt that in almost all of the wealthier (and not a few semiwealthy) countries, inequality has risen, often quite sharply; returns on education3 have risen markedly; and education, even more than occupational status, has emerged as one of the most important predictors of electoral support for antiglobalization parties. What our theories however did not anticipate, and so far cannot explain, may well prove to have been even more important:

1. Not all who are well endowed in human capital, but chiefly a very thin upper layer—the top 1 percent, or even 0.1 percent—have harvested most of the gains from globalization.

2. The antiglobalization movements we observe • adopt a populist rhetoric that often excoriates not just globalization or immigration but also allegedly nefarious elites, who conspire, both domestically and across borders, to enrich each other at the expense of their fellow citizens;4 • benefit chiefly parties of the radical Right; and • have in important cases attracted non-negligible support among university-educated segments of the electorate, albeit far less than among the less skilled.5

We suggest that the extreme inequality and the anomalies are related, and that some insights from recent work in international economics may help explain them. Three advances in trade theory predict extreme inequality. “New new” trade theory (NNTT), with its emphasis on superstar firms, offers a natural framework. So too does an “enriched” neo-H-O-S-S (Heckscher-Ohlin-Stolper-Samuelson) perspective that explores how superstar workers arise in the context of heterogeneous talent.6 Finally, economic geography, explored thoroughly by Broz, Frieden, and Weymouth in this issue, shows how globalization gives rise to superstar cities.7 These three trade theories predict top-heavy inequality primarily by allowing for unit heterogeneity—an assumption that the actors our traditional theories treated as identical actually differ in important ways. Firms within sectors differ in productivity, workers within a factor class differ in innate talents, and regions within countries differ in agglomeration economies.

None of this suggests, of course, that rising inequality is the only, or even necessarily the most important, cause of the growing popular backlash against the LIO. Skill-biased technological innovation and resistance to cultural change also matter, as we discuss more fully later. We do find, however, at least from a cursory analysis of European elections, that backlash against shocks from immigration and imports is conditional on high inequality, disappearing where inequality is low; and we suspect that rising “top-heavy” inequality is related to a particularly prominent strain, within the antiglobalization movements, of anti-elite and anti-expert sentiment.

We go on to suggest why rising inequality matters, not only as a source of opposition to the LIO but as an impediment to economic growth and an exacerbant of domestic polarization and international conflict.

We assess the implications of top-heavy inequality for the LIO. What remedies have been proposed? And if they lack sufficient political support, what sources of resilience can sustain the LIO under top-heavy inequality? Relatedly, we return to the question of why antiglobalization sentiment has benefited the political Right more than the Left. Finally, we chart a course for future research on models of top-heavy inequality, and discuss how they illuminate “blind spots” in the literature on international political economy.

First, however, we survey briefly the extent of growing economic inequality in advanced economies and its seeming relation, chiefly through a human-capital channel, to antiglobalization and anti-elite attitudes and voting.

Convergence Across Countries, Divergence Within Them

The triumph of the LIO in the 1980s and 1990s—the collapse of Communism, the dismantling of trade barriers, the strengthening of institutions of international governance—coupled with, and facilitated by, breakthrough innovations in transport, communication, and finance, affected economic inequality in two ways that standard factor-endowment theories predicted: inequality declined significantly between countries, thus beginning to erode three centuries of the Great Divergence between rich and poor nations; but inequality within countries, especially among the advanced economies, increased almost as sharply.

• Between countries. As late as 1990, the richest 10 percent of the world’s population earned on average over ninety times what the poorest decile received; only twenty years later, that ratio had fallen to sixty-five times,8 or only slightly more than the within-country ratio of Brazil, where in 2008 the average income of the richest decile was about fifty times that of the poorest.9

• Within countries. Beginning even earlier, inequality of incomes, whether measured as the Gini index or the share of total income accruing to the top decile, has risen in virtually all of the advanced economies,10 and indeed in many of the middle-income ones.11 Bourguignon notes that the collapse of the Soviet empire and the opening of China, India, and Latin America injected roughly “a billion workers, for the most part unskilled, into international competition.”12 That will have drastically lowered the global capital-labor ratio and hence further raised returns on human and physical capital, while reducing those on low-skill labor, in virtually all but the poorest, most labor-abundant countries. In short, across much of the globe, the enormous overall gains from trade have benefited the highly skilled, the inventive entrepreneurs, and the owners of capital; the incomes of the less skilled and the capital-poor have risen more slowly, stagnated, or actually declined—exactly the development whose early manifestations alarmed Dani Rodrik two decades ago.13

Surely not all of the rise in inequality stems from globalization.14 Many analyses attribute much of the widening within-country gap—in the US, perhaps as much as four-fifths15—not to globalization but to skill-biased technological innovation.16 Bourguignon contends, to be sure, that innovation has been largely endogenous to globalization: wider markets and intensified competition have raised the returns on cost-reducing innovation.17 Cheaper labor, however, whether from offshoring or the competition of low-wage imports, might be expected to curtail the demand for labor-saving technologies, not to increase it.18 A stronger case is implied by “new new” trade theory: if managerial pay correlates closely with firm size, and if the most successful firms in a globalized economy tend to be the largest, it follows that globalization contributes directly to the rise in top incomes.19 Perhaps most importantly, however, whatever skill-biased innovation may have contributed to the gains of the top quintile or decile, it can say little about the gains of the top 1, or 0.1, percent of the distribution.20 Trade, as we argue, can more readily explain those disproportionate gains.

Rising Skills Premia

Also consistent with mainstream theory were the rising returns on education and the widening gap between high- and low-skill workers’ attitudes toward trade and migration. Exactly as theory would lead us to expect, antiglobalization sentiment rose sharply, and was increasingly concentrated, among voters with the least human capital—that is, the less educated.

Returns on education have indeed risen sharply. In the US in the 1970s, workers with a college degree earned only about a quarter more than ones of comparable ethnicity and age who had completed only high school; by 2010, that gap had risen to almost 50 percent.21 The “raw” difference in annual earnings (i.e., without controlling for ethnicity and age) between college graduates and those who have completed only high school is now 64 percent in the US, and on average in the OECD economies 45 percent.22

At the same time, less educated voters have mobilized strongly against globalization in almost all of the advanced economies. In the US, whites with less than a college education, having up to the year 2000 differed little in their partisanship from whites with university degrees, began to tilt Republican in the early 2000s23 and supported Trump in 2016 by a margin of more than two to one (64 to 28 percent).24 In the Brexit referendum, similarly, 70 percent of voters with only a General Certificate of Secondary Education, roughly equivalent to a US high-school diploma, supported leaving the European Union, while those with university degrees voted by almost the same margin (68 percent) to remain.25 And a recent International Monetary Fund working paper finds that since 2002 tertiary (i.e., university or equivalent) education has correlated, more than any other single variable, with not voting for a populist party in European parliamentary elections—an effect that has grown only stronger since 2012.26

The Riddle of the 1 Percent

In many ways, then, a standard factor-proportions picture of globalization’s distributional and political effects holds up. What it cannot explain, as economists have by now noted repeatedly,27 is why so much of the bounty has gone to the top 1 percent and why even the remainder of the top decile, let alone the highly educated generally, have benefited comparatively little. This pattern is reflected in average real income trends since 1991 across five advanced economies (Figure 1). Much of the real income growth of the top 10 percent owes to gains by the top 1 percent (compare panels 1 and 2); the next 9 percent (i.e., the remainder of the top decile) have seen a comparatively paltry increase. At the same time, the incomes of next 9 percent, which stagnate or even decline after about 2000, mirror those of the middle 40 percent (compare panels 2 and 3). Taken together, the three panels demonstrate the extent to which a narrow elite has risen above the rest of society’s otherwise skilled workers.

Haskel and colleagues more vividly make this case in the US with data on returns on education, finding that the median income of the top 1 percent had risen by 60 percent between 1990 and 2010, while the returns on university education, even for holders of advanced degrees, had declined in real terms after about 2000, virtually erasing their modest gains from the previous decade.28

The seemingly inexorable rise of the 1 percent, when contrasted with the relative stagnation of the rest of the top decile, and of owners of human capital in the middle 40 percent, raises at least three questions. Can our standard theories be modified to explain this “top-heavy” form of inequality? Would such a modified theory still provide a plausible link to globalization? And does such a theory help us understand the simultaneously anti-elitist and antiglobalization character of recent populist movements?

Heterogeneous Workers, Firms, and Regions: Three Ways Globalization Affects Top-Heavy Inequality

We argue that the top-heavy inequality we observe is consistent with three recent advances in trade theory. Each highlights how the bulk of globalization’s gains concentrate in a narrow subset of superstar workers, superstar firms, or superstar cities. An “enriched” H-O-S-S model shows how globalization concentrates wages in a small share of highly talented workers. New new trade theory implies that globalization concentrates profits in a few multinational corporations. Finally, economic geography, extensively reviewed by Broz, Frieden, and Weymouth (in this issue), predicts that globalization concentrates economic growth in a few metropolitan regions.29 By producing far more extreme inequality than traditional models suggest, these theories may help explain the puzzling composition of antiglobalization interests and why these movements adopt a populist tone that demonizes elites.

In presenting these advances, we spare the reader their mathematical exposition and instead focus on their sometimes subtle intuitions. We then explore their similarities and differences, as well as how they illuminate the puzzles of LIO backlash.

Neo-H-O-S-S

The first advance injects new life into the increasingly disesteemed, yet still heavily used, factor-endowments framework of Heckscher-Ohlin and Stolper-Samuelson. It turns out that modest enhancements introduced by Haskel and colleagues yield productive insights into the puzzles of LIO backlash.30 The key amendment introduces heterogeneous workers with varying degrees of innate talent. To state briefly the salient and surprising implications of that model, a drop in the relative price of labor-intensive goods, whether induced by globalization or by technology, can not only reduce the wages of low-skill workers, as in traditional models, but also distribute almost all of the resultant gains to a thin layer of highly talented people—and, at least as importantly, induce stagnation, or actual decline, in the earnings of highly skilled but less talented workers.31 And, once we observe that such a shift is both quite recent and plausibly linked to globalization, we may have shed some light on (a) the rabidly anti-elitist and antiglobalization tinge of the populist movements, (b) why such movements have recently peaked, and (c) why they gain (and may well continue to gain) support not only from the “usual suspects” among low-skill workers but also from those with moderate or even relatively high endowments of human capital.32

For those who appreciate a more rigorous introduction, we offer a graphical exposition of the “richer” H-O-S-S model in online Appendix A2. More intuitively, the key to understanding that model is what happens to high-skill workers when the relative price of capital rises.33 First consider the unsurprising fact that within most firms, sectors, and professions, some workers possess natural talent while the majority are perfectly average. Naturally, the most talented employees are far more productive than their average colleagues, even when everyone works with the same amount of capital. In Hollywood, for example, all actors may read the same script, but only A-list talent like Meryl Streep, Denzel Washington, or Tom Hanks can turn that script into an Oscar-winning performance.

In the classic model, trade lowers wages and raises the relative cost of capital; in the enriched model, the owners of capital make up for that higher cost by lowering the wages of mediocre employees and raising the wages of superstars. Capital owners become less able to afford mediocre workers whose productivity cannot keep up with rising capital costs. Instead, they hire the superstars, whose superior productivity can more than cover the increased costs of capital.

Consider the Hollywood example that Haskel and colleagues used, where film scripts represent intellectual capital, indeed the most important form of capital for the entertainment industry. As the world’s tastes and purchasing power increase demand for Hollywood entertainment, the price of scripts rises—those of stellar scripts, most of all. As that price rises, studios or streaming services become less and less likely to hire actors of only middling quality to perform such a script. The studios’ investment in a high-quality script will pay off, and bring their film the requisite audience, only if it stars actors of extremely high talent: Robert Downey Jr., Scarlett Johansson, or Samuel L. Jackson (or all three in the same film!).34

Admittedly, this analysis assumes, rather than explains, that we can attribute the rise of the top 1 percent to differences in talent but a lot of evidence supports the thesis. For one thing, in almost all countries—including such improbable cases as France and Spain—half to two-thirds of the income of the top 1 percent consists of salaries (compensation for work). Rarely, in any present-day advanced economy, do returns on capital constitute more than a quarter of the incomes of the top 1 percent (in the US, it is less than 15 percent), Thomas Piketty’s arguments notwithstanding.35 As one observer notes, “The fact that so many of [today’s] top earners work for a living is striking,”36 given that a century ago the great majority of elite incomes came from investments in property, bonds, or equities. For another, the model accurately predicts the kind of “fractal” inequality that so far has seemed to prevail almost everywhere in advanced and semi-advanced economies.37 That is, inequality seems to have grown not only between, but within firms and occupations: the top lawyers, academics, physicians, middle managers, and even shop floor workers, have begun to earn far more than the median member of their profession, or even the median co-worker of equal qualifications in their firm.

Once we grant that such differences in talent can become important, the model suggests that any globalization-induced rise in the relative price of capital-intensive goods (or, equivalently, decline in the relative price of labor-intensive products) in advanced economies will depress (or threaten to depress) the wages not only of low-skill workers but also of high-skill ones of less than superlative talent. It thus raises the prospect that the growing resistance to global markets may be embraced, sooner rather than later, not only by low-skill workers but by a growing segment of those with higher education or advanced training.

New New Trade Theory

“New new” trade theory (NNTT) offers an alternative firm-centric view of top-heavy inequality.38 Whereas neo-H-O-S-S focuses on how workers of different talents select into different sectors, NNTT focuses on how firms of different productivity levels sort into import-export activities. One of its salient implications is that increases in foreign trade concentrate the distribution of profits into the largest and most productive firms in each sector.39

The intuition is simple: import and export activities require large upfront costs, such as setting up global logistics networks and investing overseas—costs that only the largest firms can afford. The benefits of trade, access to larger markets, for example, then make these large firms even larger, which subsequently allows them to out-compete their smaller domestic rivals. Armed with global economies of scale, superstars like Walmart and Amazon flood the domestic market with lowcost goods and services. This squeezes out the smallest firms, for example, local mom-and-pop establishments, while reducing the profits of the midsize firms, whose middling productivity permits them to sell only domestically. In sum, NNTT implies, and offers evidence to show, that superstar firms in each sector reap the lion’s share of the gains from globalization.

In its earliest formulation, NNTT implied no wage inequality, because it assumed workers to be homogeneous. Recent advances draw implications for wage inequality by allowing some profits to pass through to workers—what the literature calls rentsharing. One modification allows firms to screen, and bargain over quasi-rents with, workers of varying abilities.40 More productive exporting firms pay higher wages to attract higher-ability talent. In the end, rent-sharing allows inequality in firm profits to spill over into inequality in workers’ wages.41

NNTT implies that globalization-induced inequality should manifest itself principally at the level of the firm, pulling up the compensation of all workers in the larger and more successful firms, and leaving behind all of those employed in smaller, domestically oriented firms (or those unemployed through the demise of the smallest firms). This is exactly what Helpman and colleagues find in Brazil, where 70 percent of overall inequality occurs within sectors and occupational categories; similar results were obtained by Akerman and co-authors in an analysis of wage inequality in Sweden from 2000 to 2007.42

Economic Geography

Economic geography explores the origins and effects of one of society’s most readily observable features: the unequal distribution of economic activity across space, a phenomenon commonly called agglomeration.43 Broz, Frieden, and Weymouth (in this issue) document how globalization’s effects appear most clearly at the level of communities, and operate through the mechanisms specified by economic geography.44 Here we complement their account by situating economic geography within only the broader set of trade models that contribute to extreme inequality. Globalization, we contend, exacerbates regional inequality by inflicting economic stagnation and decline on all but a handful of superstar cities. The mechanism works through the joint effect of agglomeration forces and trade costs. Globalization facilitates the lowering of trade costs (not just those of transportation and communication, but also costs imposed by tariff policies), and this frees up firms to locate in the places that confer the greatest advantage.

The literature identifies many advantages to urban agglomerations. Large cities increase access to suppliers of intermediate inputs, as well as to transportation infrastructure, large pools of specialized talent, and diverse consumers. Moreover, they facilitate the exchange of information about changes in competition, technology, and consumer tastes.45 Some locations also offer a fixed advantage such as access to deep ports or natural resources. Overall, large cities exist and continue to grow because they confer some large basket of benefits on those who locate there.46 The link to globalization seems obvious: the cheaper transportation becomes, and the farther tariff barriers fall, the easier it is for firms and workers to realize the benefits of agglomeration.

For regional inequality to speak to the puzzle of earnings inequality, it must be true that changes in regional growth both reflect and pass through to the wages of resident workers. We find this plausible and consistent with evidence of the stark spatial inequality in returns on skills. A growing literature documents the “end of spatial wage convergence” since 1980, with the bulk of wage gains going to high-skill workers concentrating in just a handful of large cities.47 However, enormous wage inequality within the largest cities suggests that between-region inequality provides only a partial picture. In reality, heterogeneity among workers and firms likely overlaps with, and is accentuated by, the effects of large cities.

Notable Similarities and Differences

All three advances in trade theory point to the same pessimistic outcome, that globalization produces extreme inequality, where a narrow segment of society benefits to the exclusion of the rest. Each theory identifies a different set of “superstars” within this narrow segment: workers with superlative talents, extraordinarily productive firms, or urban agglomerations. Despite varying mechanisms, each arrives at the conclusion of extreme inequality by introducing some form of unit heterogeneity—an assumption that the actors we once treated as identical actually differ from one another in important ways. Workers of similar education differ in innate talent; firms in the same sector vary in productivity; and regions in the same country vary in their advantages of agglomeration. This heterogeneity suggests a radically different perspective on the politics of globalization, one where we should not be surprised that populist protectionist movements arise; that they vilify elites; or that, despite finding their base constituency among lowskill workers, they enjoy nontrivial support from high-skill workers across many sectors.

We highlight two differences among these theories. First, they arrive at the implication of extreme inequality by varying degrees of theoretical complexity. In this regard, neo-H-O-S-S offers a clear advantage: its general framework requires no added assumptions about heterogeneous firms, economies of scale, locational mobility, or rent sharing.

Second, and at least as important, is the empirical accuracy of key theoretical assumptions. In the case of NNTT, evidence for the crucial rent-sharing assumption is decidedly mixed.48 For economic geography, countries almost certainly differ in the degree to which factors are spatially mobile. The neo-H-O-S-S model of differently talented workers will enjoy the most traction in longer-run analyses of wage outcomes, where factors are fully mobile across sectors and regions. Overall, the evident variance in empirical support for different modeling assumptions should caution users to validate these assumptions in their particular research contexts.

Finally, these unit heterogeneity models are not mutually exclusive—they likely reinforce one another in interesting ways. The most talented workers can earn the highest wage by working for the largest firms that can afford them. Regional agglomeration facilitates this advantageous match by locating these superstar workers and superstar firms in the same city. Thus, the top-heavy inequality we observe may very well arise at the intersection of heterogeneous workers, firms, and regions.

Hypothesis

Under any of the three trade theories described here, globalization produces topheavy inequality, wherein a thin margin of workers benefits while the rest are left behind. This drives a populist strain of backlash that views globalization as a struggle of the masses versus the elites. To our mind, this casts a different light on recent research that sees the backlash as a response to shocks from immigration or imports. To state our key hypothesis:

H: when top-heavy inequality is high, shocks from trade, whether in goods, services, or factors of production, increase public support for populist parties.49 In the absence of top-heavy inequality, however, such shocks have no effect on support for populism.50

This assumes that inequality reflects the long-run wage effects of trade and migration. That is, if our trade theories accurately predict wage outcomes, then we should observe extreme, or top-heavy, inequality. As previously discussed, even though much of the inequality we observe does reflect trade patterns, inequality also derives from other sources, such as technological change.51

Inequality and Antiglobalization: Evidence from European Elections

We offer a very preliminary test of this hypothesis in the context of two recent studies of populist far-right vote shares in Europe. Their wide empirical coverage, spanning between them twenty-eight countries over twenty-six years (1988 to 2014), affords a high degree of external validity, at least among economically developed nations in recent decades. Also, the two studies focus on different aspects of globalizationrelated shocks, one on immigration and the other on imports. Finally, both papers offer rigorous research designs. In further examining and extending their findings, we introduce as few modifications as possible to the original designs.

Immigration and Inequality

The study by Georgiadou, Rori, and Roumanias (hereafter GRR) requires the least modification.52 It explores the role of immigration shocks and inequality in all national and European Parliament elections in the twenty-eight member states of the European Union between 2000 and 2014. In particular, the authors study, at the level of Eurostat’s NUTS-2 regions,53 the vote shares obtained by “populist radical right” parties,54 which rose dramatically in the wake of the 2008–09 financial crisis (from 0.05 to 0.15 mean vote share across all countries).

In their original analysis, GRR find a positive association between right-populist vote share and both inequality and immigration, controlling for unemployment, immigration, and economic growth.55 Figure 2 replicates this result under the model labeled GRR2018.56

IO2020 extends that model simply by interacting their measures of inequality and immigration. We report the coefficients in standardized units for visual comparability and ease of interpretation. These models are also posted in Table A2 in the online appendix. Two findings follow from our analysis. First, GRR’s original finding remains intact: an increase of one standard deviation in national-level inequality, all else equal, is associated with a 2.8-percentage-point increase in populist vote shares (p < .01). Since this exercise holds immigration constant, it suggests that inequality independently undermines support for the LIO. This likely reflects, as we discuss later in the paper, inequality’s well-known effects on economic growth, polarization, and external conflict.

Second, our interaction model produces strong evidence for our key hypothesis, that surges in populist support from immigration shocks (which GRR found to have a modest and imprecisely estimated effect) are important but highly conditional on the level of inequality: magnifying backlash at extreme levels and nullifying backlash at lower levels. We visualize this result in a marginal effects plot in Figure 3. The differences in magnitudes are impressive. A one-standard-deviation (0.3 percentage point) increase in the share of migrants in the local population is associated with precisely zero change in vote shares for populist parties at even moderate levels of inequality (Gini < 0.29). At high levels of inequality (Gini > 0.34), the same one-standard-deviation increase in the share of migrants relates to a twenty-point increase in vote share for populist parties. These magnitudes are striking, given that the average NUTS-2 vote share for these parties is 6 percent, with a maximum of 54 percent. Rising immigration, it seems, poses a populist threat to the LIO only when paired with an income distribution that is, or has become, highly unequal.

Imports and Inequality

That inequality mediates shocks from immigration raises the obvious parallel question: does it similarly mediate import-related shocks? To this end, we repeat the earlier analysis, this time employing the data set from Colantone and Stanig (hereafter CS), who examine “China trade shocks” in the European context: fifteen Western European countries over the years 1988 to 2007.57 They report strong effects of Chinese imports on vote shares for radical Right parties58 at the level of the electoral district.59 We replicate their principal results, including their two-stage least squares estimators,60 in specifications 1 and 2 of Table A3 (in the online appendix).

The CS data set does not include a measure of income inequality. To test our interactive hypothesis, we employ inequality measures from the World Inequality Database.61 We report top 1 percent shares of post-tax income at the country level.62 We also apply logarithmic transformations to address issues of fit resulting from extreme outliers.63 Finally, we adopt a multilevel estimator that serves our particular data needs.64 The results rely on this preferred hierarchical estimator.65 Table A3 (in the online appendix) documents how these modifications affect the original CS findings.66

The results for import shocks closely mirror those for immigration. Figure 4 plots the coefficients of our preferred model (IO2020) alongside a baseline model in CS (CS2018). As expected, the positive association between Chinese imports and populist vote shares is highly conditioned by inequality. The coefficient on the China shock remains significant only when interacted with top-1-percent income shares. The marginal effects plot in Figure 5 translates this into real-world terms. At low to medium top-heavy inequality (top 1 percent shares < 0.09), a one-standard deviation increase in imports (approximately 170 EUR per NUTS-2 worker) relates to no statistically significant change in district vote shares for populist parties—that is, no populist backlash from rising imports. However, in countries where the top 1 percent earns approximately 10 percent or more of national income, the same magnitude of imports is associated with a 25-to-50-percent increase in district vote shares, on average, for right-populist parties.

In combination with the results from immigration shocks, this analysis provides strong support for our hypothesis that the politics of LIO backlash are best understood from the perspective of the three recent advances in trade theory that predict topheavy inequality. Trade in goods, or in factors of production, in the context of heterogeneous firms, workers, and regions, produces top-heavy inequality that, we argue, sets the stage for a particularly populist form of backlash. We provide suggestive evidence from European elections that is largely consistent with this; migration and imports drive support for populist parties only where we observe high inequality.

Possible Remedies and Sources of Resilience

An optimistic reading of this analysis is that national redistribution provides an effective remedy against right-populist backlashes. This finding is consistent with the “compensation hypothesis,” that government redistribution to globalization’s losers increases public support for trade.67 Our paper contributes to this literature by suggesting that redistribution targeted at top-heavy inequality (superstar earners, regions, and firms) to the benefit of otherwise skilled workers in smaller firms and cities would be especially effective.

However, democracies famously fail to address rising inequality with redistribution.68 This leads us to a more pessimistic conclusion that, even though lower inequality increases support for globalization, there is little evidence that governments will redistribute in countries with already high top-heavy inequality. We therefore agree with Atkinson that more redistribution of the large gains from globalization would be both possible and effective; but mass support for it, paradoxically, is weak.69 There is hope for other policy suggestions, as well. Investment in education, even if it could achieve the requisite political support, would fail to address the central problem: outsized gains from “superstar” talent, cities, and firms. Global forms of redistribution, such as the world “Tobin tax” on cross-border financial transactions, promise to tax capital without encouraging capital flight. However, such visions have been dismissed as “utopian.”70 They would also raise the substantial issues of global governance that Rodrik’s “globalization trilemma” has highlighted: who would enact such a tax, and to whom would the revenues flow?71

Instead, governments are far more likely to enact protection—restrictions on imports and immigration that reduce welfare but undeniably also reduce inequality. Williamson shows that the choking-off of US immigration from the 1920s to the 1960s contributed significantly to the “great leveling” of American inequality, including the Great Migration of African Americans out of the US South, as Northern employers began to substitute Black for immigrant labor.72 Restricting low-wage imports would of course have a similar effect. These options offer the losers from globalization only a larger slice of a (likely much) smaller pie.

If governments under pressure from top-heavy inequality continue to substitute protectionism for redistribution, can the LIO that stands for globalization nonetheless be sustained? We see two possible sources of resilience. First, powerful interests in the LIO can be expected to defend it.73 Second, international institutions still matter. The retreat of the US, as a principal guarantor of the LIO, poses an undeniable threat to its institutions and to the peace and cooperation they foster. However, IR research cautions against premature reports of its demise. Despite declining US support, international institutions will continue to serve vital functions for their members—functions that make these institutions “sticky” in the face of shocks.74 More recent scholarship in this vein suggests that the international institutions that were hardest to create, and whose rules are flexible, are the most likely to weather the shock of declining US support.75 To the extent that other institutions were created with less effort and exhibit less flexibility, however, other powerful states will seek to install alternatives that better serve them.

Limitations and Future Research

Future research in this area will need to address at least three shortcomings of our analysis: imprecise measurement, identification, and external validity. First, our nationallevel measures of inequality cannot discriminate among the three possible trade theories, since all predict top-heavy inequality. One solution would require decomposition of earnings into worker, firm, and region heterogeneity.76 Future measures should also be mindful of several indirect routes by which inequality undermines the LIO, independent of globalization shocks. It slows economic growth,77 probably by restricting the formation of human capital.78 It exacerbates domestic polarization79 and, seemingly, induces aggressiveness in foreign policy, especially among less welloff voters.80 And, to the extent that it installs governments of the Right, it further increases inequality.

Second, the lack of a careful identification strategy leaves much for future research, which must isolate the variation in top-heavy inequality that is independent of technological change (as discussed earlier), institutions, and redistributive politics, among other sources of endogeneity. Instrumental variable approaches, such as those featured by Enamorado and colleagues, offer one promising direction.81

Future research will also need to account for non-economic aspects of globalization and inequality. Our analysis assumes that inequality operates narrowly through economic mechanisms. We doubt that material interests alone explain the variance in attitudes to globalization.82 Surely status anxiety and cultural threats matter too in ways not reflected in the theory here.83 We know that some voters do not consider trade salient enough,84 or find it too complicated,85 for economics alone to determine vote preferences. Relatedly, attitudes on trade and migration partially reflect sociotropism and out-group anxieties.86 Nonetheless, an at least equally large literature confirms that economic shocks accurately predict election outcomes,87 and our own analysis shows that these economic shocks especially drive voting where inequality is high. Clearly, both economic and cultural factors matter, probably in mutually reinforcing ways. To know for sure, future research will need to test our three trade theories with individual-level data.88 What we contribute to this important debate is a way to sharpen the way international political economy thinks about the economic side of globalization politics.

Third, future research will need to investigate whether these results extend, as recent research suggests,89 to low- and middle-income countries.90 We also expect, although we lack the data to prove it, that our analysis does not extend to support for left-populist parties.

Why does rising inequality move many voters toward right-wing populism rather than left-wing populism? Put simply, the Left’s failure to enact adequate redistribution91 has pushed many of its own voters to support right-wing parties whose protectionist policies offer a plausible alternative to redistribution.92 In the US, the pattern of “Obama-toTrump” voters, particularly among less educated workers, is well documented.93 In Germany, the right-populist Alternative für Deutschland received about 15 percent of its support from traditional left-wing parties in 2017, and similar patterns seem to have driven support both for France’s Le Pen and for the right-populist FPÖ (Freedom Party) in Austria.94 In all three cases, manual workers demonstrably form the core of right-populist support.95 These shifts from redistributive to protectionist parties, we suspect, are exacerbated by the Left’s growing association with elitism, expertise, and globalization: all things that those farther down in the income distribution have come to distrust, or even to despise.

Conclusion

The openness to trade in goods, services, and factors of production the LIO has so effectively advanced over decades has concentrated real income growth in a very thin layer of workers. While this rise in top-heavy inequality doubtless has other causes, chief among them skill-biased technological innovation, trade openness has contributed mightily, particularly since the “China shock” of 2001;96 and certainly the populist movements that reject the LIO cast openness to trade and migration as the chief villain.

The ways in which rising inequality has threatened the LIO expose lacunae in international political economy’s intellectual apparatus—“blind spots” that require remediation. Most importantly, our basic economics are, if not wrong, at least outdated. The field’s adherence to classical trade models blinds us to the distributional effects revealed by top-heavy inequality: far more people lost from globalization, and fewer gained, than traditional theories (factor proportions and specific factors) suggested. While economists rapidly updated their trade models to account for the emerging reality of extreme inequality, political science largely stayed the course —and ran the danger, now realized, of misapprehending the domestic politics of globalization.

The trade literature offers three explanations for top-heavy inequality. The “enriched” Heckscher-Ohlin model of Haskel and colleagues shows how only a thin layer of extraordinarily talented individuals within the larger set of high-skill workers unambiguously benefits from a rise in the relative price of a skill-intensive product; the wages of both the less talented high-skill and the low-skill workers stagnate or fall.97 New new trade theory shows how a similarly narrow subset of very large and productive firms, and their employees, absorb the bulk of trade’s gains at the expense of all other firms. Finally, economic geography suggests that trade concentrates economic growth in a few large metropolitan regions while inflicting stagnation and decline elsewhere. Each offers a pessimistic view of the politics of globalization in which variously defined superstars gain a far larger share than the society at large.

We validate these theories of top-heavy inequality with data on local election outcomes from as many as twenty-eight countries over twenty-six years. We find that public support for right-populist parties rises dramatically with exposure to imports and immigration, but only in those countries with high top-heavy inequality. The fact that the huge gains from trade and technology have flowed to such a small elite, while earnings in other categories have stagnated, may go far to explain why the antiglobalization movements blame not only crucial elements of the LIO, but increasingly a small and nefarious global elite, for what one politician luridly portrayed as the “carnage” among many regions and sectors of the advanced economies.

That these movements, with rare exceptions, seek relief in restrictions on trade and migration from populist movements of the Right, rather than in redistribution or training, probably owes much to the failure of the political Left to redistribute sufficiently.98 That so much of these parties’ electoral support, both in Europe and in the US, comes from manual workers and former supporters of the political Left lends credence to this conjecture.

The ill effects of rising inequality, however, extend well beyond the rising tide of antiglobalization movements and politicians. They extend to slower economic growth (bound to exacerbate existing resentments), increased political polarization, and even a heightened risk of international conflict.

While eminent scholars have advanced quite plausible and growth-enhancing remedies for rising inequality, none elicits, or seems likely to elicit, sufficient political support. Tragically, inequality will likely be reduced, in any serious way, only by what Scheidel has accurately counted as one of history’s “great levelers,” our current high-mortality pandemic.99 While COVID-19 mercifully inflicts nothing approaching the death toll of history’s worst plagues, in the long run its combined effects of labor shortage, capital abundance, and panicky deglobalization will likely result—despite short-term unemployment and recession—in greater equality (but also less prosperity) in the advanced economies, greater inequality in the less developed countries, and greater between-nation inequality. Those developments may partially reduce developed-country hostility to the LIO; but, to survive, the LIO will have to find stronger sources of resilience among business elites and political leaders.

We thus conclude by disagreeing with Lake’s morning-after observation about the 2016 election. While it seemed that the populist backlash came as “no surprise” to the field of international political economy, some of its most important aspects, including the link to top-heavy inequality and the rejection of elites and expertise, were neither foreseen nor understood by our conventional theories. As Abraham Lincoln said during an earlier time of trial, “As our case is new, we must think anew and act anew.”100

#### LIO collapse causes extinction.

Harari ’20 [Yuval Noah; Professor in Department of History @ Hebrew University of Jerusalem; “How to Survive the 21st Century: Three Existential Threats to Humanity,” *Journal of Data Protection & Privacy* 3(4) p. 463-468]

As we enter the third decade of the 21st century, humanity faces so many issues and questions, that it is really hard to know what to focus on. So I would like to use the next 20 minutes to help us focus on all the different issues we face. Three problems pose existential challenges to our species. These three existential challenges are nuclear war, ecological collapse and technological disruption. We should focus on them. Now nuclear war and ecological collapse are already familiar threats, so let me spend some time explaining the less-familiar threat posed by technological disruption. In Davos, we hear so much about the enormous promises of technology — and these promises are certainly real. But technology might also disrupt human society and the very meaning of human life in numerous ways, ranging from the creation of a global useless class to the rise of data colonialism and of digital dictatorships. SOCIO-ECONOMIC UPHEAVAL Automation will soon eliminate millions upon millions of jobs, and while new jobs will certainly be created, it is unclear whether people will be able to learn the necessary new skills fast enough. Suppose you are a 50-year-old truck driver, and you just lost your job to a self-driving vehicle. Now there are new jobs in designing software or in teaching yoga to engineers — but how does a 50-year-old truck driver reinvent himself or herself as a software engineer or as a yoga teacher? And people will have to do it not just once but again and again throughout their lives, because the automation revolution will not be a single watershed event following which the job market will settle down into a new equilibrium. Rather, it will be a cascade of ever bigger disruptions, because artificial intelligence (AI) is nowhere near its full potential. Old jobs will disappear, new jobs will emerge, but then the new jobs will rapidly change and vanish. Whereas in the past humans had to struggle against exploitation, in the 21st century, the really big struggle will be against irrelevance. And it is much worse to be irrelevant than exploited. Those who fail in the struggle against irrelevance would constitute a new ‘useless class’ — people who are useless not from the viewpoint of their friends and family, but useless from the viewpoint of the economic and political system. And this useless class will be separated by an ever-growing gap from the ever more powerful elite. THE AI REVOLUTION CREATING UNPRECEDENTED INEQUALITY BETWEEN CLASSES AND COUNTRIES In the 19th century, a few countries like Britain and Japan industrialised first, and they went on to conquer and exploit most of the world. If we are not careful, the same thing will happen in the 21st century with AI. We are already in the midst of an AI arms race, with China and the US leading the race, and most countries being left far, far behind. Unless we take action to distribute the benefit and power of AI between all humans, AI will likely create immense wealth in a few high-tech hubs, while other countries will either go bankrupt or become exploited data colonies. Now we are not talking here about a science fiction scenario of robots rebelling against humans. We are talking about far more primitive AI, which is nevertheless enough to disrupt the global balance. Just think what will happen to developing economies once it is cheaper to produce textiles or cars in California than in Mexico? And what will happen to politics in your country in 20 years, when somebody in San Francisco or Beijing knows the entire medical and personal history of every politician, every judge and every journalist in your country, including all their sexual escapades, all their mental weaknesses and all their corrupt dealings? Will it still be an independent country or will it become a data colony? When you have enough data, you do not need to send soldiers in order to control a country. THE RISE OF DIGITAL DICTATORSHIPS AND GLOBAL MONITORING This danger can be stated in the form of a simple equation, which I think might be the defining equation of life in the 21st century: B ×C×D =AHH! Which means? Biological knowledge multiplied by computing power multiplied by data equals the ability to hack humans, ahh! If you know enough biology and have enough computing power and data, you can hack my body and my brain and my life, and you can understand me better than I understand myself. You can know my personality type, my political views, my sexual preferences, my mental weaknesses, my deepest fears and hopes. You know more about me than I know about myself. And you can do that not just to me, but to everyone. A system that understands us better than we understand ourselves can predict our feelings and decisions, can manipulate our feelings and decisions and can ultimately make decisions for us. Now in the past, many governments and tyrants wanted to do it, but nobody understood biology well enough, and nobody had enough computing power and data to hack millions of people. Neither the Gestapo nor the KGB could do it. But soon at least some corporations and governments will be able to systematically hack all the people. We humans should get used to the idea that we are no longer mysterious souls — we are now hackable animals. That is what we are. The power to hack humans can be used for good purposes — like providing much better healthcare. But if this power falls into the hands of a 21st-century Stalin, the result will be the worst totalitarian regime in human history. And we already have a number of applicants for the job of 21stcentury Stalin. Just imagine North Korea in 20 years, when everybody has to wear a biometric bracelet that constantly monitors your blood pressure, your heart rate, your brain activity 24 hours a day. You listen to a speech on the radio by the great leader, and they know what you actually feel. You can clap your hands and smile, but if you are angry, they know, you will be in the gulag tomorrow. And if we allow the emergence of such total surveillance regimes, do not think that the rich and powerful in places like Davos will be safe, just ask Jeff Bezos. In Stalin’s USSR, the state monitored members of the communist elite more than anyone else. The same will be true of future total surveillance regimes. The higher you are in the hierarchy — the more closely you will be watched. Do you want your chief executive officer or your president to know what you really think about them? So it is in the interest of all humans, including the elites, to prevent the rise of such digital dictatorships. And in the meantime, if you get a suspicious WhatsApp message, from some Prince, do not open it. Now if we indeed prevent the establishment of digital dictatorships, the ability to hack humans might still undermine the very meaning of human freedom. Because as humans will rely on AI to make more and more decisions for us, authority will shift from humans to algorithms and this is already happening. Already today billions of people trust the Facebook algorithm to tell us what is new, the Google algorithm tells us what is true, Netflix tells us what to watch, and the Amazon and Alibaba algorithms tell us what to buy. In the not-so-distant future, similar algorithms might tell us where to work and who to marry, and also decide whether to hire us for a job, whether to give us a loan, and whether the central bank should raise the interest rate. And if you ask why you were not given a loan, and why you the bank did not raise the interest rate, the answer will always be the same — because the computer says no. And as the limited human brain lacks sufficient biological knowledge, computing power and data — humans will simply not be able to understand the computer’s decisions. So even in supposedly free countries, humans are likely to lose control over our own lives and also lose the ability to understand public policy. Already now, how many humans understand the financial system? Maybe 1 per cent, to be very generous. In a couple of decades, the number of humans capable of understanding the financial system will be exactly zero. Now we humans are used to thinking about life as a drama of decision-making. What will be the meaning of human life when most decisions are taken by algorithms? We do not even have philosophical models to understand such an existence. The usual bargain between philosophers and politicians is that philosophers have a lot of fanciful ideas, and politicians basically explain that they lack the means to implement these ideas. Now we are in an opposite situation. We are facing philosophical bankruptcy. The twin revolutions of infotech and biotech are now giving politicians the means to create heaven or hell, but the philosophers are having trouble conceptualising what the new heaven and the new hell will look like. And that is a very dangerous situation. If we fail to conceptualise the new heaven quickly enough, we might be easily misled by naïve utopias. And if we fail to conceptualise the new hell quickly enough, we might find ourselves entrapped there with no way out. Technological disruption of not just our economy, politics and philosophy but also our biology In the coming decades, AI and biotechnology will give us godlike abilities to reengineer life, and even to create completely new life forms. After four billion years of organic life shaped by natural selection, we are about to enter a new era of inorganic life shaped by intelligent design. Our intelligent design is going to be the new driving force of the evolution of life and in using our new divine powers of creation, we might make mistakes on a cosmic scale. In particular, governments, corporations and armies are likely to use technology to enhance human skills that they need — like intelligence and discipline — while neglecting other humans skills – like compassion, artistic sensitivity and spirituality. The result might be a race of humans who are very intelligent and very disciplined but lack compassion, artistic sensitivity and spiritual depth. Of course, this is not a prophecy. These are just possibilities. Technology is never deterministic. In the 20th century, people used the same industrial technology to build very different kinds of societies: fascist dictatorships, communist regimes, liberal democracies. The same thing will happen in the 21st century. AI and biotech will certainly transform the world, but we can use them to create very different kinds of societies. And if you are afraid of some of the possibilities I have mentioned, you can still do something about it. But to do something effective, we need global cooperation. GLOBAL PROBLEMS THAT DEMAND GLOBAL SOLUTIONS Whenever a leader says something like ‘My country first!’ we should remind that leader that no nation can prevent nuclear war or stop ecological collapse by itself, and no nation can regulate AI and bioengineering by itself. Almost every country will say, ‘Hey, we don’t want to develop killer robots or to genetically engineer human babies. We are the good guys. But we can’t trust our rivals not to do it. So we must do it first’. If we allow such an arms race to develop in fields like AI and bioengineering, it does not really matter who wins the arms race — the loser will be humanity. Unfortunately, just when global cooperation is more needed than ever before, some of the most powerful leaders and countries in the world are now deliberately undermining global cooperation. Leaders like the US president tell us that there is an inherent contradiction between nationalism and globalism, and that we should choose nationalism and reject globalism. But this is a dangerous mistake. There is no contradiction between nationalism and globalism. Because nationalism is not about hating foreigners. Nationalism is about loving your compatriots. And in the 21st century, in order to protect the safety and the future of your compatriots, you must cooperate with foreigners. So in the 21st century, good nationalists must be also globalists. Now globalism does not mean establishing a global government, abandoning all national traditions or opening the border to unlimited immigration. Rather, globalism means a commitment to some global rules. Rules that do not deny the uniqueness of each nation, but only regulate the relations between nations. THE WORLD CUP: AN EFFECTIVE MODEL FOR GLOBAL COOPERATION The World Cup is a competition between nations, and people often show fierce loyalty to their national team. But at the same time, the World Cup is also an amazing display of global harmony. France cannot play football against Croatia unless the French and the Croatians agree on the same rules for the game. And that is globalism in action. If you like the World Cup — you are already a globalist. Now hopefully, nations could agree on global rules not just for football, but also for how to prevent ecological collapse, how to regulate dangerous technologies and how to reduce global inequality. How to make sure, for example, that AI benefits Mexican textile workers and not only American software engineers. Now of course, this is going to be much more difficult than football — but not impossible. Because the impossible, well we have already accomplished the impossible. We have already escaped the violent jungle in which we humans have lived throughout history. For thousands of years, humans lived under the law of the jungle in a condition of omnipresent war. The law of the jungle said that for every two nearby countries, there is a plausible scenario that they will go to war against each other next year. Under this law, peace meant only ‘the temporary absence of war’. When there was ‘peace’ between — say — Athens and Sparta, or France and Germany, it meant that now they are not at war, but next year they might be. And for thousands of years, people had assumed that it was impossible to escape this law. But in the last few decades, humanity has managed to do the impossible, to break the law and to escape the jungle. We have built the rule-based liberal global order that, despite many imperfections, has nevertheless created the most prosperous and most peaceful era in human history. Peace has changed ‘Peace’ no longer means just the temporary absence of war. Peace now means the implausibility of war. There are many countries that you simply cannot imagine going to war against each other next year — like France and Germany. There are still wars in some parts of the world. I come from the Middle East, so believe me, I know this perfectly well. But it should not blind us to the overall global picture. We are now living in a world in which war kills fewer people than suicide, and gunpowder is far less dangerous to your life than sugar. Most countries — with some notable exceptions like Russia — do not even fantasise about conquering and annexing their neighbours. Which is why most countries can afford to spend maybe just about 2 per cent of their gross domestic product on defence, while spending far, far more on education and healthcare. This is not a jungle. Unfortunately, we have gotten so used to this wonderful situation that we take it for granted, and we are therefore becoming extremely careless. Instead of doing everything we can to strengthen the fragile global order, countries neglect it and even deliberately undermine it. The global order is now like a house that everybody inhabits and nobody repairs. It can hold on for a few more years, but if we continue like this, it will collapse — and we will find ourselves back in the jungle of omnipresent war. We have forgotten what it is like, but believe me as a historian — you do not want to be back there. It is far, far worse than you imagine. Yes, our species has evolved in that jungle and lived and even prospered there for thousands of years, but if we return there now, with the powerful new technologies of the 21st century, our species will probably annihilate itself. Of course, even if we disappear, it will not be the end of the world. Something will survive us. Perhaps the rats will eventually take over and rebuild civilisation. Perhaps, then, the rats will learn from our mistakes.

#### Underdevelopment accelerates civil wars.

Tollefsen ’17 [Andreas Forø; Peace Research Institute Oslo, PhD in Human Geography @ University of Oslo; “Experienced poverty and local conflict violence,” *Conflict Management and Peace Science* 37(3) p. 323-349]

Civil wars are more frequent than any other type of conflict in the modern era, with the majority occurring in low-income countries (Hegre and Sambanis, 2006; Jakobsen et al., 2013). While most country-level studies find that poverty and inadequate economic development increase the risk of conflict—a relationship that appears to be causal (Braithwaite et al., 2016)—we lack consensus on the precise mechanisms driving this phenomenon (Justino, 2009). Researchers have explained a correlation between low GDP per capita and conflict using diverse hypotheses, including lowered opportunity costs for individuals to rebel (Collier et al., 2009) and responses to a state’s weak capacity (Fearon and Laitin, 2003).

However, as argued by Hegre (2016), development’s highly correlated indicators make it difficult to distinguish between the theoretical mechanisms underlying the development– conflict nexus. Moreover, previously proposed models often represent processes operating on various geographical scales at individual, group, and state levels. Few researchers have backed up theoretical expectations with data at scientifically fitting levels of analysis, consequently ignoring intra-country variations of explanatory variables and outcomes. Furthermore, aggregated measures are incapable of capturing significant variations in economic conditions (Elbers et al., 2003) and conflict intensity (Rustad et al., 2011) within countries. In addition, conflict areas are, in general, atypical of a nation as a whole (Buhaug and Lujala, 2005), which calls for a subnational level analysis.

Addressing these disconnects—and the fact that most conflict operates at a local level (Rustad et al., 2011)—a recent body of studies has focused on how subnational variations in poverty determine the locations within a country where conflicts break out (Buhaug et al., 2011; Hegre et al., 2009; Østby et al., 2009). To date, their findings are largely mixed, with no consensus yet on strength, direction, or mechanisms behind the relationship. The problem here may be the use of varying proxies for poverty that are only loosely linked to the rationale for conflict and/or insufficient attention on the local sociopolitical context.

The present study’s empirical contributions seek to help rectify the inadequate measures of poverty that have come to characterize the literature. To begin with, the article improves our understanding of whether and where a local poverty–conflict nexus exists by deploying experiential data on individuals’ actual wellbeing—which I argue is more closely connected to people’s motives and rationale for taking up arms. Second, the article examines the sociopolitical context’s conditioning effect on the poverty–conflict nexus. This is achieved by including data on individuals’ perceptions surrounding the quality of their local institutions, the presence of group grievances, and local unemployment rates. These factors, I argue, are more closely linked to reasons for fighting than are common proxies such as night-time luminosity and estimates of economic activity, both of which are often derived from dividing GDP per capita by local population counts.

Poverty—a state in which individuals’ basic needs go unmet—has been shown to motivate people to join rebellions. Humphreys and Weinstein (2008), for instance, found that poverty predicted inscription in the Revolutionary United Front during Sierra Leone’s civil war. Barrett (2011) similarly saw how promises of loot lured the poor to enlist in the 1997– 1998 dispute in Nigeria’s local government area known as Toto. Combatants of the Toto conflict were also more likely to join the rebellion if they stood to gain personal protection, food, and shelter.

For the present study, I developed a dataset by aggregating survey responses from the pan-African Afrobarometer survey to subnational districts and combining the results with information on post-survey violent conflicts. The dataset consists of 4008 subnational districts, spanning 35 African countries. As most districts were only assessed once, thus restricting study of within-unit variation, survey responses were also aggregated to higher-order subnational regions, resulting in a dataset of 111 regions that were surveyed at least twice; this permitted a region-level fixed-effects model design.

Using a pooled cross-sectional dataset of districts, I found that high levels of poverty were linked to increases in local conflict-based violence. Districts with a large share of poor individuals, both in absolute terms and relative to country average, had a higher risk ofconflict than more affluent areas. This relationship held in a coarsened exact matching setup, as well as in a region-level fixed effects design with repeated measurements across time. While the results reveal a local poverty–conflict link, they do not aid in uncovering underlying mechanisms.

Using interactions models, I found that poverty increased the risk of conflict, although only where local institutions are weak. The results also show that poverty-stricken areas in which individuals strongly perceive group injustice have a greater risk of conflict than similarly impoverished regions with no aggrieved population. A departure from the local individual opportunity cost explanation, local economic opportunities do not seem to condition the poverty–conflict nexus. In sum, the results suggest that while poverty is significantly connected to conflict, high-quality institutions and inclusiveness of ethnic groups can prevent violence. Although a wide range of robustness checks and alternative model specifications were implemented, including matching and fixed-effects models, the issue of endogeneity could not be ruled out; doing so would require some kind of exogenous instrument, which I have been unable to identify.

The remainder of this article elaborates on the theoretical framework linking subnational poverty to local conflict-based violence. This is followed by a discussion of existing methods for measuring local poverty and their potential shortcomings. Next presented is the study’s research design and modeling strategy, followed by a discussion of empirical results. The conclusion considers the study’s limitations and proposes avenues for future research on poverty in locations that support rebel groups.

Poverty and conflict

A direct link

A connection between low income and risk of conflict is among the most robust findings in the literature on civil wars (Hegre and Sambanis, 2006). However, there is little consensus on the mechanisms through which poverty may produce conflict. Collier and Hoeffler (1998) claimed that low per-capita income lowers the opportunity cost of rebellion because when they have less to lose from taking up arms, poorer individuals become more inclined to rebel. Fearon and Laitin (2003) observed that poorer countries experience more conflict because they are unable to monitor and control all of their territory, thereby creating pockets of hospitable conditions for insurgents; Tollefsen and Buhaug (2015) identified a similar scenario at the local level.

#### Draws in great powers – extinction.

Heath ’19 [Nathanael C. Heath, 2nd year MALD Candidate at Fletcher School of Law and Diplomacy. He focuses primarily on political risk and negotiations in the Middle East, North Africa, and the Horn of Africa; “A Red Sea Geopolitics Primer”; The Fares Center for Eastern Mediterranean Studies; August 2019; https://sites.tufts.edu/farescenter/a-red-sea-geopolitics-primer/]

These terrific opportunities for prosperity rooted in trade, energy, and innovation face risks posed by complex economic and military competition among both regional and global owners. For one, African rivalries stretching from Egypt to Djibouti are adding to the Red Sea region’s volatility. Egyptian and Ethiopian relations, although somewhat improved since the transitions to the al-Sisi and Abiy regimes, respectively, remain tense over the Grand Ethiopian Renaissance Dam (GERD). Ethiopia views the dam as a strategic necessity, while Egypt fears the dam will deplete its water resources. Although Ethiopia’s relations with Somalia and Eritrea have improved from Addis’s historically hostile positions towards Asmara and Mogadishu, Ethiopia’s access to the Red Sea ports remains a point of negotiation between the three countries. Sudan has also become increasingly problematic for its neighbors, as its resources, access to the sea, and ongoing political violence have attracted the attention of Turkey and the Gulf Nations, frustrating Egypt given Cairo and Khartoum’s historically close relationship. And Djibouti remains caught in a tug of war between an ever-growing number of regional and global powers.

The Middle East is home to its own set of conflicts fueling military and economic competition in the Red Sea. The primary regional rivalry continues to be between Iran and Saudi Arabia, who are each vying for regional supremacy via either direct or proxy engagement in conflicts. Iran’s allies are Syria, Lebanon, and the Houthi rebels in Yemen (and also Qatar to a limited extent). Saudi Arabi is allied with the UAE, Bahrain, and Egypt, and the Qataris have historically been Saudi allies but have in recent years struck a more independent foreign policy that resulted in their blockade by Saudi Arabia, Egypt, Bahrain, and the UAE. The conflict between Riyadh and Tehran presents the most probable risk of a regional conflagration that could threaten the political and economic stability of the Red Sea region. At the moment, the risk of a tanker war or all-out military conflict between the U.S. and Iran is quite high, and the closure of the Strait of Hormuz or even the disruption of trade through the Gulf of Oman is a troubling and possible outcome of such an event.

The formation of Middle East-African alliances has added a further risk of conflict to the region. In addition to its relationship with Sudan (where Saudi Arabia and Iran have competed with Eritrea), Turkey has poured significant aid and investment into Somalia, and Istanbul now owns all of the country’s major ports. Saudi Arabia and the UAE have sparred with Ethiopia over influence in Eritrea. Additionally, Qatar’s alignment with the Turks, Saudis, and Emiratis at different times has increased Doha’s influence in nations along the Horn of Africa. It is in Djibouti, however, that the greatest risk to the Red Sea itself lies, as the city-state has drawn the attention of the great powers.

In addition to a slew of Middle Eastern and African powers including Qatar, the UAE, Saudi Arabia, Turkey, Ethiopia, Somalia, Eritrea, and Egypt, a number of global powers have set their sights on Djibouti as a strategic asset. The U.S., China, Russia, Japan, France, and Italy have all secured or pursued military bases in Djibouti, which is situated close to the critical Strait of Bab-el-Mandeb. China’s first overseas military base, positioned in Djibouti, is situated just miles from Camp Lemonnier, the only significant U.S. military base in Africa. Russia failed to secure a base in Djibouti and has looked further inland for African military partnerships; France, Italy, and Japan maintain smaller operations. The U.S.-China base rivalry in Djibouti (if it could be thought of as such), is symptomatic of the larger continental rivalry between two Great Powers, as both Washington and Beijing continue to vie for influence in Africa with rival political ideologies and systems of economic development. Djibouti is thus a true powder key, not merely for regional rivalries but also for the larger Great Power game between the U.S. and China. An economic and military conflict between Washington and Beijing would impact Djibouti, threatening to disrupt trade routes passing through the Red Sea.

In the near future we can expect to see increasing economic competition in the Red Sea as both traditional fossil fuels and renewable energy sources bolster already-significant levels of trade and innovative projects such as Neom and the GERD. The struggle for economic power will fuel increased investment by developed or middle-income regional powers such as Egypt, Turkey, or Saudi Arabia, Qatar, or the UAE into developing countries such as Sudan, Somalia, and Eritrea. Furthermore, global powers such as the U.S., China, EU, and Japan will be increasingly drawn to key Djibouti and other key ports to protect access to key trade routes. With shifting alliances and economic competition, however, comes increased risk of conflict in a region already home to numerous zones of instability. To minimize risk to the global supply chain, powers with military, economic, or political interests in the Red Sea region will have to work together to ensure that conflicts are contained or prevented altogether in the interest of stabilizing both regional and global markets.
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#### W/M – Congress could establish the principle of separating platforms from commerce and delegate authority to the FTC to create the rule.

Khan ’19 [Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Separations of Platforms and Commerce,” *Columbia Law Review* 119(4), p. 973-1098; AS]

3. Institutional Mechanism and Timing. — A separations regime separating platforms and commerce could be implemented through statute or rulemaking or as antitrust remedies (under existing or new antitrust law). A statute from Congress could also establish the principle of separating platforms from commerce—as was the case with banking— with the specific authority to design and implement separations delegated to an agency. This approach would benefit from having an expert agency design and revisit the separation. Absent new legislation, the FTC could use its Section 5 authority to implement a separations principle through rulemaking.646 Designing separations only through rulemaking would require the agency to create rules of general applicability and— absent a specific congressional mandate—could limit the agency’s ability to structure highly tailored separations. Antitrust remedies would be costlier and take significantly longer, requiring the government or a private party to successfully show anticompetitive conduct and effects stemming from a digital platform’s involvement in multiple markets.

#### C/I – FTC can expand the scope.

Justin **HURWITZ** Law @ Nebraska **’14** “Chevron and the Limits of Administrative Antitrust,” 76 U. PITT. L. REV. 209 (2014) p. 262-263

It is more difficult to consider whether an agency construction of Section 5 would pass Chevron step-two without knowing the specific construction in question. At this stage, the question is whether the specific construction is permissible. Here too, however, it seems likely that any agency construction would be deemed permissible. As discussed previously, there is substantial debate within the antitrust literature on what constitutes anticompetitive conduct,a38 and it is a near certainty that a court would deem as permissible any FTC construction of Section 5 arguably in line with non-fringe understandings of what constitutes anticompetitive conduct under the Sherman or Clayton Acts. This conclusion would likely hold even where the FTC may disagree with judicial constructions of the Sherman and Clayton Acts.

That alone would greatly expand the scope of Section 5vis-A-vis current understandings of antitrust law, but Section 5 is not constrained by the Sherman and Clayton Acts, and there is no reason to think that FTC interpretations of "unfair" would be constrained by economic logic. While the FTC's separate unfair acts and practices authority is expressly constrained by a consumer welfare test, its unfair method of competition authority is not. The history of the FTCA offers a sufficient basis for courts to find almost any construction of an "unfair" method of competition permissible--even if that construction is based in supremely uneconomic logic. This history, moreover, offers little, if anything to suggest that such a construction is impermissible. 39 Thus, it is likely that the FTC could construe any form of conduct (i.e., a "method") that harms anyone (i.e., "unfair") operating in the same product market as the entity engaging in that conduct (i.e., "competition") to be an unfair method of competition.

#### The FTC expands the scope of antitrust laws.

Landman ’98 [Lawrence B; B.A., M.B.A., Juris Doctor. Fellow, Roskilde University, Roskilde, Denmark; Winter 1998; “COMPETITIVENESS, INNOVATION POLICY, AND THE INNOVATION MARKET MYTH:A REPLY TO TOM AND NEWBERG ON INNOVATION MARKETS AS THE "CENTERPIECE" OF "NEW THINKING" ON INNOVATION”; Lexis; 13 St. John's J.L. Comm. 223; accessed 7/22/21; TV]

Porter, therefore, supports the general idea that the authorities should use the antitrust laws to encourage firms to innovate. He does not, however, necessarily support the notion that the agencies should find innovation markets. Nor does Porter necessarily support the idea that the agencies should regulate what Tom and Newberg call "innovation effects." In fact, when the agencies protect competition in future goods markets they implement Porter's policy prescriptions at least as much as when they try to regulate "innovation effects," or when they try to regulate competition in innovation markets.

When the agencies protect competition in future goods markets they are doing what Porter recommends in The Competitive Advantage of Nations. They are enforcing the antitrust laws aggressively. They are ensuring that market forces pressure firms to innovate. 163Link to the text of the note The agencies are therefore encouraging American firms to develop superior products, which they can then sell on world markets. They are therefore using the antitrust laws, just as Porter says they should, to enhance America's international competitiveness.

When the agencies protect competition in future goods market they are also doing what Porter recommends in the journal Antitrust. They are using the antitrust laws to promote, what Porter then called "progressiveness." They are using the antitrust laws to ensure that market forces drive firms to innovate. They do, as Porter says they should, make fostering innovation the focus of [\*289] antitrust enforcement.

As the agencies do this they, as Porter implies they should, expand the scope of the antitrust laws. While they do not expand this doctrine as much as Tom and Newberg may like, they have expanded it to the extent that in an important case that established the precedent that the agencies can protect competition in future goods markets, 164Link to the text of the note one FTC Commissioner dissented because she believed the FTC had expanded the potential competition doctrine too far. 165Link to the text of the note

Thus, when the agencies protect competition in future goods markets they do everything they say they need innovation markets to do. They implement the economic policy Porter recommends and they also expand the law and enforce it aggressively. The agencies also encourage firms to innovate and, therefore, implement their "new thinking" on innovation. They do all this without finding an innovation market. The agencies, therefore, can clearly implement their "new thinking" on innovation without finding an innovation market. The agencies should, therefore, protect competition in future goods markets and should stop propagating the innovation market myth.

#### Chevron deference enables agencies to expand the scope of statutes.

Matsubara ’94 [Kerne H.O.; A.B. 1986, Brown University; M.A. 1987 Stanford University; J.D. candidate 1995, Boalt Hall School of Law, University of California, Berkeley; December 1994; “COMMENT: Domicile Under Immigration and Nationality Act Section 212(c): Escaping the Chevron "Trap" of Agency Deference”; Lexis, 82 Calif. L. Rev. 1595; accessed 7/22/21; TV]

The problem arises at each step of Chevron's two-step approach. In step one, it is difficult to answer "yes" to the question whether Congress has directly spoken to the precise question at issue. 140Link to the text of the note Section 212(c)'s structural "untidy patchwork" and empirical evidence reveal that the courts' answer to step one is almost always "no." Because a "no" response automatically leads to step two, step one permits too many agency interpretations to enter the deference door.

In the more than forty years since 212(c) was enacted, administrative and judicial decisions have altered the scope and requirements of this waiver provision. Various courts have referred to 212(c) as an "untidy [\*1619] patchwork," a "mess," 141Link to the text of the note and even "soup" rendered inedible by "too many cooks." 142Link to the text of the note This untidiness makes extrapolating Congress' intent difficult. The BIA's decision to extend 212(c) relief to deportees makes this task all but impossible: the issue of when an alien ceases to accrue domicile time for 212(c) purposes arises only in the case of deportees, a situation not contemplated by the express language of the statute. Thus, by definition, section 212(c) is silent regarding questions involving deportees. Under Chevron, step one must be answered "no."

This analysis, however, leads to a very disturbing result. The BIA's interpretation made it past step one only because the Agency previously expanded the scope of the statute, making it impossible for Congress to have spoken directly on the precise question at issue. Thus, because the Agency chose to construe 212(c) liberally to save the statute from constitutional infirmity, the Agency now appears to have enabled itself to receive deference for all questions deriving from this prior construction.

Empirical evidence also shows that when reviewing courts apply Chevron, they almost always breeze past step one. In a sampling of 212(c) cases where the reviewing court used the Chevron analysis, almost all made it to step two. 143Link to the text of the note Many reviewing courts analyze whether Congress directly spoke in cursory fashion, oftentimes leaping past step one in a single sentence. For example, in Jaramillo v. INS, the Eleventh Circuit asserted, "Congress did not speak directly to the precise issue of when lawful domicile ends for 212(c) purposes, so we are past the first step of the Chevron analysis. This case is about the second step ...." 144Link to the text of the note Thus, in 212(c) cases, step one provides little obstacle to reaching agency deference under step two.
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#### FTC expertise key to cater separations to industry trends – CP creates uncertainty that deters innovation.

Chopra & Khan ’20 [Rohit; Commissioner @ Federal Trade Commission; and Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Case for “Unfair Methods of Competition” Rulemaking,” *The University of Chicago Law Review* *87*(2), p. 357-380]

This set the scene for the creation of the Federal Trade Commission. Most notably, the authorizing statute declared “unfair methods of competition” in commerce unlawful. The committee report explained the reason for including such a broad term: The committee gave careful consideration to the question as to whether it would attempt to define the many and variable unfair practices which prevail in commerce and to forbid [them] or whether it would, by a general declaration condemning unfair practices, leave it to the commission to determine what practices were unfair. It concluded that the latter course would be the better, for the reason . . . that there were too many unfair practices to define, and after writing 20 of them into the law it would be quite possible to invent others.80 In other words, Congress would leave it up to the new Commission to define and identify practices that constituted “unfair methods of competition.” Indeed, the FTC would be especially suited to this task, given that Congress was designing the agency to gather and develop expertise in business practices and industry trends.81

These aspects of the FTC’s design reflect Congress’s intention for the new agency to alter the institutional structure of antitrust enforcement. By passing the Sherman Act, Congress had adopted a crime-tort model—which prohibited certain bad acts—rather than a corporate-regulatory model, which would have created a regulatory regime for policing the capital-concentrating effects of incorporation laws.82 By creating the Federal Trade Commission, Congress was adopting an expert-agency model alongside the crime-tort model. A key aim was for legislators to recover power to steer antitrust law back from the courts. As Senator Albert Cummins expressed, “I would rather take my chance with a commission at all times under the power of Congress, at all times under the eye of the people . . . than . . . upon the abstract propositions, even though they be full of importance, argued in the comparative seclusion of the courts.”83

In order to equip the FTC to fulfill this institutional mission, Congress endowed the Commission with the authority to “make rules and regulations for the purpose of carrying out the [FTC Act’s] provisions.”84 In the parlance of Chevron, this means “Congress delegated authority to the agency generally to make rules carrying the force of law,” and agency interpretations made pursuant to that authority fall within the domain of Chevron.85 In light of confusion around whether “unfair methods of competition” applied only to practices that harmed competitors, Congress in 1938 passed the Wheeler-Lea Amendment,86 adding the proscription against “unfair or deceptive acts or practices.”87 In 1973, the DC Circuit clarified that the FTC did, indeed, have the authority to promulgate substantive rules, not just procedural ones.88 The court observed that the “use of substantive rule-making is increasingly felt to yield significant benefits to those the agency regulates” and that “[i]ncreasingly, courts are recognizing that use of rule-making to make innovations in agency policy may actually be fairer to regulated parties than total reliance on case-by-case adjudication.”89
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#### Perm do both – regulated capitalism best. Plan challenges market concentration and consumer welfare standard. Blanket critique totalizes. Capitalism is not intrinsically racist.

Smith, PhD, 19

(Noah, https://www.bloomberg.com/opinion/articles/2019-03-08/letting-16-year-olds-vote-is-a-good-idea)

Depending on who you ask, the term "neoliberal" can apply to anyone from Ronald Reagan to Barack Obama. Some on social media have turned the term into a running joke, holding ironic Twitter polls to see who is the “chief neoliberal shill” (the winner last year was none other than yours truly). But at least one economist has articulated a coherent vision of neoliberalism -- Brad DeLong, a professor at the University of California-Berkeley who worked at the Treasury Department during the Bill Clinton administration. In 1999, DeLong wrote that a combination of market liberalization in developing countries and trade opening by rich nations would allow the poor countries of the world to end centuries of poverty. The plan seems to have worked. Market liberalization in countries such as India and China seems to have precipitated a shift to faster growth, while trade and investment links with rich countries have helped these and other developing countries tremendously: These changes helped pull a billion people out of desperate poverty, and billions more are on the way to becoming middle class. But there was a big hole in DeLong’s neoliberal plan. While the developing world surged forward, the U.S. began to encounter a host of economic problems. Wage stagnation, reduced mobility and rising inequality eroded the foundations of the New Deal society that had sustained the U.S.'s middle class during the second half of the 20th century. The U.S. resisted nationalizing its health-care system, resulting in a cumbersome public-private hybrid arrangement that allowed costs to mushroom while letting some people go uninsured. And financial deregulation led to a crisis and a huge, long recession throughout much of the developed world. Now, DeLong is ready to throw in the towel. In a recent interview, he declared that left-leaning advocates of neoliberal policies in the U.S. were mistaken in thinking they would find a political partner on the center-right. The plan was always to cushion the blow of international trade and easing of regulations on business using government programs, such as universal health care and a robust social safety net, to make sure the working class wasn’t left behind. But, DeLong argues, Republicans rejected that compromise, insisting that any neoliberalism be of the free-market-fundamentalist variety: Barack Obama rolls into office with Mitt Romney’s health care policy, with John McCain’s climate policy, with Bill Clinton’s tax policy…[but] John Boehner, Paul Ryan, and Mitch McConnell [were] the leaders of the Republican Party, and…decided on scorched earth[.] As a result, DeLong declared that old-line neoliberals need to pass the baton to the political left. Others aren’t ready to let DeLong off so easily. In the Boston Review, a panel of economists writes that neoliberalism got the policy wrong as well as the politics. Their various suggestions for post-neoliberal policies include increasing labor’s power with greater unionization and wage boards, tighter regulation of the finance industry and restriction on trade in order to protect U.S. workers. Mike Konczal of the Roosevelt Institute echoes their assessment. Many of these are good ideas. But in rejecting neoliberalism as a concept, the critics go too far. First, progress in the developing world has been impressive -- something for which neoliberalism probably deserves a lot of credit -- but it is far from complete; most of South Asia is still very poor, and much of Africa is just beginning to industrialize. To curb the flows of trade and investment with these countries would be a grave abdication of the U.S.’s international and humanitarian responsibilities. Second, neoliberal policies might have led to faster productivity growth in the 1990s and early 2000s: Tech Boom or Something More? Total factor productivity\* Source: Federal Reserve Bank of St. Louis \* Index 2011 = 1 Contrary to popular belief, wages also increased during that period. The spurt of growth is commonly attributed to the information-technology boom, but that boom might not have been possible if the U.S. had more strictly regulated emerging industries in order to protect favored incumbents. It’s worth noting that West Europe and Japan, whose policies were somewhat less neoliberal than the U.S.’s, ended up producing relatively few big new tech companies, and have failed to catch up to U.S. levels of per capita income in the years since 1990. Finally, although economic blunders have come from the political right in the U.S. in recent decades, it’s also possible for the left to make big mistakes -- not just in poor countries, but in rich ones too. Germany suffered high unemployment in the 1980s and 1990s, thanks to its rigid labor market regulations; eventually, it eased those restrictions, which substantially lowered the unemployment rate. Sweden had a very progressive tax system, but scaled back redistribution in the 1990s in order to speed growth. France, too, has sometimes been forced to curb its ambitions for redistribution and regulation when these produced economic instability and slow growth. The U.S. needs a neoliberal contingent to help insure against missteps like these. So neoliberals’ ideas are still needed. A move toward social democracy should help correct much of the inequality that has arisen in the U.S., while fixing dysfunctional industries like health care and finance. But left-leaning neoliberals like DeLong will still be needed in order to restrain social democrats’ more ambitious impulses, to protect the U.S. economy’s entrepreneurial private sector, and to make sure that technological progress and international trade don’t get forgotten.

#### Alternative causes backlash, fails to resolve environmental challenges, and causes chaos – growth solves.

Karlsson 21 – (Rasmus, "Learning in the Anthropocene" Soc. Sci. 10, no. 6: 233. <https://doi.org/10.3390/socsci10060233> 18 June 2021)// gcd

Unpacking this argument, it is perhaps useful to first recognize that, stable as the Holocene may have seemed from a human perspective, life was always vulnerable to a number of cosmic risks, such as bolide collisions, risks that only advanced technologies can mitigate. Similarly, the Black Death of the 14th century should serve as a powerful reminder of the extreme vulnerability of pre-industrial societies at a microbiological level. Nevertheless, it is reasonable to think of the Holocene as providing a relatively stable baseline against which the ecological effects of technological interventions could hypothetically be evaluated. With most human activities being distinctively local, nature would for the most part “bounce back” (even if the deforestation of the Mediterranean basin during the Roman period is an example of that not always being the case) while larger geophysical processes, such as the carbon cycle, remained entirely beyond human intentional control. Even if there has been some debate about what influence human activities had on the preindustrial climate (Ruddiman 2007), anthropogenic forcing was in any case both marginal and gradual. All this changed with the onset of the Great Acceleration by which humans came to overwhelm the great forces of nature, causing untold damage to fragile ecosystems and habitats everywhere, forever altering the trajectory of life on the planet (Steffen et al. 2011b). In a grander perspective, humanity may one day become an interplanetary species and thus instrumental in safeguarding the long-term existence of biological life, but for the moment, its impact is ethically dubious at best as the glaciers melt, the oceans fill up with plastics, and vast number of species are driven to extinction. Faced with these grim realities, it is of course not surprising that the first impulse is to seek to restore some kind primordial harmony and restrain human activities. Yet, it is important to acknowledge that, even if their aggregate impact may have been within the pattern of Holocene variability, pre-modern Western agricultural societies were hardly “sustainable” in any meaningful sense. Experiencing permanent scarcity, violent conflict was endemic (Gat 2013), and as much as some contemporary academics like to attribute all evils to “capitalism” (Malm 2016), pre-capitalist societies exhibited no shortage of religious intolerance and other forms of social domination. It is thus not surprising that some have argued the need to reverse the civilizational arc further yet and return to a preliterate hunter-gather existence (Zerzan 2008) even if this, obviously, has very little to do with existing political realities and social formations. Under Holocene conditions, the short-term human tragedy may have been the same, but it did not undermine the long-term ability of the planet to support life. In a world of eight billion people, already accumulated emissions in the atmosphere have committed the planet to significant warming under the coming centuries, with an increasing probability that committed warming already exceeds the 1.5-degree target of the Paris Agreement even if all fossil-fuel emissions were to stop today (Mauritsen and Pincus 2017). This means that sustained negative emissions, presumably in combination with SRM, will most likely be needed just to stabilize global temperatures, not to mentioning countering the flow of future emissions. According to the Intergovernmental Panel on Climate Change (IPCC), assuming that all the pledges submitted under the Paris Agreement are fulfilled, limiting warming to 1.5 degrees will still require negative emissions in the range of 100—1000 gigatons of CO2 (Hilaire et al. 2019, p. 190). The removal of carbon dioxide at gigaton scales from the atmosphere will presumably require the existence of an advanced industrial society since low-tech options, such as afforestation, will be of limited use (Gundersen et al. 2021; Seddon et al. 2020), especially in a future of competing land-uses. It is against this backdrop of worsening climate harms that the limits of “precaution”, at least as conventionally understood, become apparent. While degrowth advocates tend to insist that behavioral change, even explicitly betting on a “social miracle” (Kallis 2019, p. 195), is always preferable to any technological risk-taking (Heikkurinen 2018), that overlooks both the scope of the sustainability challenge and the lack of public consent to any sufficiently radical political project (Buch-Hansen 2018). While there may be growing willingness to pay for, say, an electric vehicle (Hulshof and Mulder 2020), giving up private automobile use altogether is obviously a different animal, to say nothing about a more fundamental rematerialization of the economy (Hausknost 2020). Again, the problem is one in which change either (a) remains marginal yet ecologically insufficient or (b) becomes sufficiently radical yet provokes a strong political counterreaction. A similar dynamic can be expected to play out at the international level where countries that remain committed to growth would quickly gain a military advantage. To make matters worse, there is also a temporal element to this dynamic since any regime of frugality and localism would have to be policed indefinitely in order to prevent new unsustainable patterns of development from re-emerging later on. All this begs the obvious question, if the political and economic enforcement of the planetary boundaries are fraught with such political and social difficulties, would it not be better to instead try to transcend them through technological innovation? Surprisingly, any high-energy future would most likely be subject to many of the same motivational and psychological constraints that hinder a low-energy future. While history shows that existing nuclear technologies could in theory displace all fossil fuels and meet the most stringent climate targets (Qvist and Brook 2015), it seems extremely unlikely, to put it mildly, that thousands of new reactors will be built over the course of the coming decades in response to climate change. Outside the world of abstract computer modelling, real world psychological and cultural inertia tends to ensure that political decision-making, at least for the most part, gravitates to what is considered “reasonable” and “common sense”—such as medium emissions electricity grids in which wind and solar are backed by biomass and gas—rather than what any utilitarian optimization scenario may suggest. Even if the global benefits of climate stabilization would be immense, the standards by which local nuclear risks are assessed, as clearly illustrated by the Fukushima accident which led to a worldwide retreat from nuclear energy despite only causing one confirmed death (which, though obviously regrettable, has to be put in relation to the hundred and thousands of people dying every year from the use of fossil fuels), underscores the uneven distribution of perceived local risks versus global benefits and the associated problem of socio-political learning across spatial scales. Almost two decades ago, Ingolfur Blühdorn identified “simulative eco-politics” as a key strategy by which liberal democracies reconcile an ever-heightened rhetoric of environmental crisis with their simultaneous defense of the core principles of consumer capitalism (Blühdorn 2007). Since then, declarations that we only have “ten years to save the planet” have proliferated, and so have seemingly bold investments in renewable energy, most recently in the form of US President Joseph Biden’s USD 2.25 trillion climate and infrastructure plan. Still, without a meaningful commitment to either radical innovation or effective degrowth, it is difficult to see how the deployment of yet more wind turbines or the building of new highways will in any way be qualitatively different from what Blühdorn pertinently described as sustaining “what is known to be unsustainable” (Blühdorn 2007, p. 253). However, all is not lost in lieu of more authentic forms of eco-politics. Independent of political interventions, accelerating technological change, in particular with regard to computing and intelligent machine labor, may one day make large-scale precision manipulation of the physical world possible in ways that may solve many problems that today seem intractable (Dorr 2016). Similarly, breakthroughs in synthetic biology may hold the key to environmentally benign biofuels and carbon utilization technologies. Yet, all such progress remains hypothetical and uncertain for now. Given what is at stake, there is an obvious danger in submitting to naïve technological optimism. What is less commonly recognized is that naïve optimism with regard to the prospects of behavioral change may be equally dangerous. While late-capitalist affluence has enabled many postmaterial identities and behaviors, such as bicycling, hobby farming, and other forms of emancipatory self-expression, a collapsing economy could quickly lead to a reversal back to survivalist values, traditional hierarchical forms of domination, and violence (Quilley 2011, p. 77). As such, it is far from obvious what actions would actually take the world as a whole closer to long-term sustainability. If sustainability could be achieved by a relatively modest reduction in consumption rates or behavioral changes, such as a ban on all leisure flights, then there would be a strong moral case for embracing degrowth. Yet, recognizing how farreaching measures in terms of population control and consumption restrictions that would be needed, the case quickly becomes more ambiguous. While traditional environmentalism may suggest that retreating from the global economy and adopting a low-tech lifestyle would increase resilience (Alexander and Yacoumis 2018), it may do very much the opposite by further fragmenting global efforts and slowing the pace of technological innovation. Without an orderly and functioning world trade system, local resources scarcities would be exacerbated, as seen most recently with the different disruptions to vaccine supply chains. In essence, given the lack of a stable Holocene baseline to revert to, it becomes more difficult to distinguish proactionary “risk-taking” from “precaution”, especially as many ecosystems have already been damaged beyond natural recovery. In this context, it is noteworthy that many of the technologies that can be expected to be most crucial for managing a period of prolonged overshoot (such as next-generation nuclear, engineering biology, large-scale carbon capture and SRM) are also ones that traditional environmentalism is most strongly opposed to. 3. Finding Indicators From the vantage point of the far-future, at least the kind depicted in the fictional universe of Star Trek, human evolution is a fairly straightforward affair along an Enlightenment trajectory by which ever greater instrumental capacity is matched by similar leaps in psychological maturity and expanding circles of moral concern. With the risk of sounding Panglossian, one may argue that the waning of interstate war in general and the fact that there has not been any major nuclear exchange in particular, does vindicate such an optimistic reading of history. While there will always be ups and downs, as long as the most disastrous outcomes are avoided, there will still be room for learning and gradual political accommodation. Taking such a longer view, it would nevertheless be strange if development was simply linear, that former oppressors would just accept moral responsibility or that calls for gender or racial justice would not lead to self-reinforcing cycles of conservative backlash and increasingly polarizing claims. Still, over the last couple of centuries, there is little doubt that human civilization has advanced significantly, both technologically and ethically (Pinker 2011), at least from a liberal and secular perspective. However, unless one subscribes to teleology, there is nothing inexorable with this development and, it may be that the ecological, social, and political obstacles are simply too great to ever allow for the creation of a Wellsian borderless world (Pedersen 2015) that would allow everyone to live a life free from material want and political domination. On the other hand, much environmental discourse tends to rush ahead in the opposite direction and treat the c limate crisis as ultimate evidence of humanity’s fallen nature when the counter-factual case, that it would be possible for a technological civilization to emerge without at some point endangering its biophysical foundations, would presumably be much less plausible. From an astrobiological perspective, it is easy to imagine how the atmospheric chemistry of a different planet would be more volatile and thus more vulnerable to the effects of industrial processes (Haqq-Misra and Baum 2009), leaving a shorter time window for mitigation. Nick Bostrom has explored this possibility of greater climate sensitivity further in his “vulnerable world hypothesis” (Bostrom 2019) and it begs to reason that mitigation efforts would be more focused in such a world. However, since climate response times are longer and sensitivity less pronounced, climate mitigation policies have become mired in culture and media politics (Newman et al. 2018) but also a statist logic (Karlsson 2018) by which it has become more important for states to focus on their own marginal emission reductions in the present rather than asking what technologies would be needed to stabilize the climate in a future where all people can live a modern life.

#### Crisis narratives are wrong – peak growth and absolute decoupling are coming – only crisis causes overconsumption.

Nordhaus 20 – founder and executive director of the Breakthrough Institute. (Ted, “Must Growth Doom the Planet?,” The New Atlantis, Number 61, Winter 2020, pp. 76-86)//gcd

But the solution, such as it is, turns out to be right in front of us. Mainstream economic theory may posit that endless economic growth is desirable and possible, but what most macroeconomists actually fret about today is stagnation. The growth rate of developed economies has been [falling for decades](https://data.worldbank.org/indicator/NY.GDP.MKTP.KD.ZG?end=2018&locations=XD&start=1961&type=shaded&view=chart). This is due not to biophysical limits to consumption, but rather to the simple mathematical reality that the richer an economy becomes, the more wealth it needs to gain each year to maintain the same growth rate. Economic growth in wealthy post-industrial economies, in other words, appears to be inexorably slowing without the need for eco-austerity.

Each additional increment of growth in advanced economies also typically becomes less material-intensive, as sectors like manufacturing, mining, and refining account for a smaller share of total economic output, and knowledge and service sectors account for a larger share.

Population growth is slowing even faster than economic growth, as fertility rates typically fall as incomes and education rise — a dynamic that has been as robust a feature of global modernity as rising consumption. Japan, now 126 million people, could see its population fall by as much as half, to less than [60 million by 2100](http://www.ipss.go.jp/pp-newest/e/ppfj02/Rf_1_e.html). The European Union, currently about 500 million, could shrink to as low as [300 million by 2100.](https://www.eea.europa.eu/data-and-maps/indicators/total-population-outlook-from-unstat-3/assessment-1) Projections vary about when exactly global population will peak and begin to decline, but all major demographic forecasts project population growth trending in the same direction. Absent a radical change in the demography of a rapidly modernizing and urbanizing planet, global population [is likely to peak](https://population.un.org/wpp/Graphs/DemographicProfiles/Line/900) and begin to decline late in this century or early in the next.

Taken together, declining fertility, slowing per capita economic growth, the changing composition of economic activity, and continuing improvements in technology and resource productivity are likely, toward the end of this century, to bring a peak and decline in the consumption of most important resources, and in impacts upon the environment. In fact, for absolute material demands upon the natural environment not to decline over the long term, one of these three robust trends would need to reverse itself. Global fertility trends would need to start rising again. Long-term slowing of growth rates in industrialized economies would need to reverse. Or a broad swath of food, energy, and resource technologies would need to start to become less resource-efficient.

Smil, like a number of other environmental scholars, contests this notion. Instead, he argues that increases in resource productivity will not be put toward lower resource demands but toward more consumption and faster economic growth. Increasingly efficient steam engines in the nineteenth century famously did not result in a reduction in the use of coal but the opposite. One hundred fifty years of improving lighting efficiency hasn’t resulted in lower use of energy for lighting but rather has inspired us to light up many more things. Much of the long-term improvement in the efficiency of internal combustion engines, Smil notes, has gone toward creating larger and more powerful vehicles. As long as there is pent up demand for more consumption, some portion of productivity gains will be put toward more consumption rather than less resource use.

But the claim that these “rebound” effects assure the endless growth of material consumption assumes that demand for them will never saturate. For that to be true, it must also be the case that the wealthier we get, the more material consumption we will demand, forever. Thirty-six-ounce steaks must become 72-ounce steaks, SUVs must become eighteen-wheelers, 2,000-square-foot split-level ranch homes must become 4,000-square-foot McMansions, and so on.

There is really not much evidence for that proposition. Despite our affinity for supersizing our homes, our automobiles, and our portions, the U.S. economy has nonetheless been following the same basic trajectory as all other developed economies: toward slower national and per capita income growth and consumption of material goods and services. Rockefeller University’s [Jesse Ausubel has studied one hundred key resources](https://thebreakthrough.org/journal/issue-5/the-return-of-nature) in the United States over the past century, such as cropland, water, electricity, nickel, and petroleum. Over a third of them are past peak consumption. Similarly, the [United States](https://www.c2es.org/content/u-s-emissions/) and much of the [European Union](https://www.eea.europa.eu/data-and-maps/indicators/greenhouse-gas-emission-trends-6/assessment-3) have seen falling greenhouse gas emissions over the last decade or more, even [accounting for the outsourcing](https://twitter.com/MaxCRoser/status/1205057947103092741) of industrial production to places like China.

Globally, by contrast, resource use and carbon emissions continue to rise, despite long-term and ongoing improvements in resource productivity. This is the reason that Smil characterizes claims that economic growth might decouple from material and energy inputs as “highly misleading.” But the fact that overall demand for material goods and services has risen during the postwar period, when the global population has tripled and billions of people have moved from deep agrarian poverty to urban and industrial living arrangements provides no strong basis for Smil’s argument.

As both population and economic growth rates flatten out over the course of this century, it is likely that resource-productivity gains will overtake global economic growth rates, resulting in falling global demand for material resources over the long term. As [a 2019 Breakthrough Institute report](https://thebreakthrough.org/issues/food/livestock-revolution) showed, global pasture land, the largest single human use of land, peaked in 2000 and continues to decline even as global beef production continues to rise. In [a 2013 paper](https://doi.org/10.1111/j.1728-4457.2013.00561.x), Ausubel and colleagues argued that global cropland too appears close to peaking, even as global crop production continues to rise.

As with all growth curves, peak consumption of various material resources is not guaranteed to last. These trends could represent the top of a bell curve, the bottom of a new S-curve, or just a long plateau. But what they do demonstrate is that absolute decoupling of resources from economic growth is possible, even given a global economy today that still features robust population and income growth.

Smil’s case for establishing limits to growth depends upon a further claim: that preserving economic growth while reducing environmental impacts can’t happen soon enough to avoid surpassing key biophysical boundaries, which would lead to catastrophe for human societies. But Smil is too aware of the many failed proclamations of environmental scientists to make any strong or specific claim about what those biophysical limits might be. “Forecasting the state of modern civilization for generations or centuries to come remains an impossible exercise,” he acknowledges.

Elsewhere — for example in his 2010 book [Energy Myths and Realities](https://www.aei.org/research-products/book/energy-myths-and-realities/) — Smil has been less than catastrophic about global warming, the environmental risk most commonly thought to threaten the long-term survival of human societies. Nor does he worry that we will run out of resources. Instead, he invokes poorly defined challenges having to do with arable land, soil erosion, depleted aquifers, and crop productivity, combined with a changing climate. He is quite certain, though, that none of it can be sustained. “Pursuit of the highest possible economic growth rates, extending the culture of excessive consumption to additional billions of people, and treating the biosphere as a mere assembly of goods and services to be exploited (and used as a dumping ground) with impunity,” he argues, “must change in radical ways.”

In the end, Smil does offer a prediction of sorts, if not a very strong one. By the end of this century, he argues, human societies will need to impose limits upon economic growth in order to sustain human wellbeing for the long term. But as prophecy, Smil’s prediction is less provocative than it might first appear. By the end of this century, global population will likely be approaching zero growth anyway and a much more industrialized global economy will likely be struggling with the same headwinds to sustained rates of per capita growth that developed economies have been struggling with for decades.

In this regard, Smil’s prognostication, should it come to pass, would follow a similar pattern to many other environmental laws and regulations. Environmental restrictions have often lagged, not led, the peaking of pollution and other environmental impacts. We “saved” the whales only after we had hunted many global populations to extirpation, and developed better substitutes for most of the resources we depended upon them for. Forests have returned across many parts of the United States, Europe, and Latin America after we no longer needed those lands to grow food. [One 2005 study found](http://doi.org/10.1146/annurev.energy.30.050504.164507) that 76 percent of protected areas across Latin America and the Caribbean was under little threat of human development without protection, a dynamic that [appears to be the case globally as well](https://doi.org/10.1371/journal.pone.0008273). We reached a global agreement to protect the ozone only after [DuPont](https://doi.org/10.1002/(SICI)1099-0836(199711)6:5%3C276::AID-BSE123%3E3.0.CO;2-A) had developed a cheap substitute for chlorofluorocarbons.

In answer to modern environmentalism’s tautology, Smil offers redundancy. Human societies will need to impose global limits to growth, he suggests, around the time that growth, or at least growing demands upon resources, will likely be coming to an end anyway.

Given how much damage two centuries of unprecedented growth and economic development have done to the biosphere, many imagine, understandably, that the end of growth might be a panacea for the natural world. But we should not be so quick to assume that a smaller and less affluent human population will necessarily bring lower demands upon natural resources.

History is replete with episodes where much smaller human populations accounted for environmental destruction at large scales. Early North Americans in the paleolithic era cleared most of the continent’s forests and hunted mammoths and other megafauna into extinction. Across human history, roughly [three-quarters](http://www.fao.org/3/a-i3010e.pdf#page=21) of deforestation in temperate forests occurred before the Industrial Revolution, when the human population was less than a billion people, almost all of whom lived in deep poverty compared to today’s industrial standards.

More recently, economic crises in relatively developed regions, such as [Southeast Asia](https://doi.org/10.1111/j.1759-5436.1999.mp30003005.x), the [former Soviet Union](https://doi.org/10.1111/cobi.12450), and [Greece](https://doi.org/10.1080/13608746.2013.799731) have led to serious environmental consequences, as economically struggling populations turned to forests for firewood and to illegal hunting and fishing for food, to devastating effect.

For this reason, degrowth offers no guarantee that environmental impacts will decline. This is all the more so as calls for degrowth are frequently coupled with demands for a return to simpler, less technological, and non-synthetic systems for the provision of food and energy and for production of material goods and services. Less affluent economies more dependent upon production systems that use less technology would substantially increase the resource demands associated with consumption, and would erode or even entirely offset the benefits of lower levels of consumption.

#### No impact and urbanization turn – “planetary boundaries” is alarmism – we are in the bottleneck of growth but pushing through allows for urbanist breakthrough.

Sanderson et al 18 – Eric W. Sanderson is a landscape ecologist for the Wildlife Conservation Society at the Bronx Zoo, director of the Mannahatta Project and the author of Mannahatta: A Natural History of New York City. John G. Robinson is Senior Vice-President and Director of the International Conservation programs of Wildlife Conservation Society. Joe Walston · Senior Vice President at Wildlife Conservation Society (From Bottleneck to Breakthrough: Urbanization and the Future of Biodiversity Conservation. Bioscience. 2018 Jun 1;68(6):412-426. doi: 10.1093/biosci/biy039. Epub 2018 Apr 22. PMID: 29867252; PMCID: PMC5972570)//gcd

At the core of our argument is the seemingly contradictory statement that the mechanisms that are destroying nature are laying the foundation for its long-term recovery. Passing through the bottleneck is necessary to reach the breakthrough. The conservationist’s paradox is that the same forces that are destroying nature now are also creating the circumstances for long-term success. The conservationist’s challenge is to keep the bottleneck open wide enough so that nature can survive to a breakthrough. Achieving a stable human population will require a net increase in total consumption as all people move out of poverty and follow the common trajectory of investing more in smaller families, for which they have greater security. Reaching a world with 6 billion people and vast natural expanses necessitates investing to make cities healthy, safe, and amenable for people, not just because they concentrate people into a smaller space, but also because of the ways in which urbanization influences social mobility, wealth creation, female empowerment, and ultimately, fertility. Developing a broadly shared environmental consciousness about nature is predicated on an unimpoverished, largely urbanized world that shares the positive externalities of education, technology, and, indeed, nature conservation. The profound danger is that by the time the foundations of recovery are in place, little of wildlife and wild places will be left. If society focuses only on economic development and technological innovation as a mechanism to pass through the bottleneck as fast as possible (sensu Brand 2010), then what remains of nature could well be sacrificed. If society were to focus only on limiting economic growth to protect nature (sensu Meadows et  al. 2004), then terrible poverty and population growth could overwhelm what remains. Either extreme risks narrowing the bottleneck to such an extent that our world passes through without its tigers, elephants, rainforests, coral reefs, or a life-sustaining climate.

Therefore, the only sensible path for conservation is to continue its efforts to protect biodiversity while engaging in cities to build the foundations for a lasting recovery of nature. To illustrate some of implications of this theory, we contrast conservation during the bottleneck to conservation after a breakthrough (table 3). A country or a region can be said to be caught in the bottleneck for as long as its population is growing and rates of total natural-resource extraction and pollution are increasing. Analogously, a country or region begins the breakthrough when populations stabilize and natural-resource extraction and pollution rates begin to decline in absolute terms. During bottleneck periods, conservation needs to continue to identify and protect threatened elements of biodiversity (Soulé 2013). The most effective tool in our toolkit remains well-funded, socially inclusive, competently managed protected areas, which place legal limits on destructive activities. Breakthrough conservation suggests over time adjusting the management of protected areas, conceiving of these areas less as bastions against ever-mounting threats and more as source sites (sensu Walston et  al. 2010) for restoring and rewilding continents and oceans. The expansion of large wildlife in Europe provides a trenchant example (Chapron et al. 2014). Rural-to-urban migration presents a dilemma for conservation. Because many protected areas are in less-populated, low-governance areas that are important for conservation, rural residents and indigenous groups are often the only bulwark against destructive actors (e.g., industrial logging, large-scale agriculture, and criminal activity). But for many rural people, a route out of poverty may be to move to nearby towns or distant cities and away from remote parks and reserves. Where local people are the best stewards of nature, conservationists should continue to rely on community-based approaches to deliver benefits for nature and people (Naughton-Treves et al. 2005). In other circumstances, recognizing that people living in remote regions dependent on natural resources are often among the world’s poorest, most politically marginalized, and most market isolated, conservation organizations may need to assist with voluntary relocations (Karanth 2007) that in the long run are better for people and nature and employ other forms of pragmatic conservation management (Robinson 2011). Cities must be central to any global conservation strategy, because urbanization is the only lever that that simultaneously shifts populations, alleviates poverty, and spurs innovation, which individually and in combination have the potential to alter resource extraction and pollution, as we discussed above. The tremendous demographic and economic effects of urbanization have been demonstrated in all regions of the world except sub-Saharan Africa, which may be the exception that proves the rule. Improving the governance and functioning of African urban areas while simultaneously protecting Africa’s unique wildlife is arguably the most urgent need in conservation today, because it is the fastest path to global population stabilization. Moreover, well-governed, inclusive, livable cities in Africa and elsewhere give conservationists the potent platform we need to activate new, broad-based conservation movements (e.g., Asafu-Adjaye et al. 2015)—what Nordhaus and Shellenberger (2007) have called a politics of possibilities. Conservation needs cities to work for nature. But nature also needs to work for cities. Highlighting the role of cities in biodiversity conservation may seem counterintuitive, even ironic, because the expansion of built-up areas itself is a significant ecological concern (McDonald RI et al. 2008, Güneralp and Seto 2013). Urban development disrupts hydrological and nutrient cycles, destroys and fragments habitat, concentrates pollution, and provides portals for the introduction of invasive species (Grimm et al. 2008). Recognizing these impacts, many efforts are underway to mitigate them through green infrastructure, land-use planning, restoration, and place-based education. Increasingly, these activities are informed by new developments in urban ecology, conservation biology, and resilience science (Pickett et al. 2011). Urban conservation activities make towns and cities not only less destructive to nature locally but also more attractive to immigrants and residents, who will appreciate the benefits of local nature and whose lifestyle choices can provide benefits to nature elsewhere. Because urbanization creates and relies on a global market economy, the best way to influence urban consumption and innovation is through economic decision-making (i.e., prices). Directly costing in negative environmental externalities (sensu Pigou 1920) will force markets to address them in all phases of production, from resource extraction through transport and production of finished goods to release of pollution and wastes back into the environment. Because nature does not charge for the ecosystem services it provides, pricing these externalities is a matter of public policy, which can be addressed through a wide variety of financial as well as regulatory mechanisms, such as carbon taxes, land-value assessments, and/or various forms of ecological-use fees (Sanderson 2013). Finally, our theory suggests a new way to articulate the future of conservation and attract more of society to the cause. The immediacy of the threats encapsulated by “planetary boundaries” and related lines of catastrophic thinking are not only devastating to contemplate but may also be shortsighted. The world does not end in 2050, as too many data graphs do. Nor is environmentalism dead, despite claims to the contrary. Rather, if the demographic and economic phenomena that we discuss here do come to pass, it means that conservation faces another 30–50 years of extreme difficulty, when more losses can be expected. However, if we can sustain enough nature through the bottleneck—despite climate change, growth in the population and economy, and urban expansion—then we can see the future of nature in a dramatically more positive light. Much as the eighteenth-century Enlightenment created the conditions for our world, we need a twenty-first-century Renaissance of wisdom, founded on the belief that our role as human beings is to restore, steward, and celebrate the Earth’s unique and immanent nature. Conclusions Thinking about the future of conservation is both humbling and challenging, especially as it has been formulated in the Anthropocene. The underlying demographic processes, although massive, are slow moving compared with the cycles of government, funding, and careers in conservation. To be seen clearly, these trends require a historical perspective that is difficult to adopt if one is focused on immediate threats and captivated by apocalyptic futures. But there is hope. Like in London during the Blitz, vigilance and exertion are required, but we need not panic or despair because the weight of history is on our side.
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#### Infra/Budget fails- biden PC not enough to bridge the gap

Lowry 9-27-21

(Rich, https://www.bakersfield.com/opinion/rich-lowry-for-biden-failure-is-very-much-an-option/article\_2cc523e6-1d76-11ec-a542-9f15f6969107.html)

Joe Biden's domestic agenda at the moment is, like his presidency, in peril. It is caught between the Scylla of progressives insisting the bipartisan infrastructure bill can't pass the House before the reconciliation bill passes the Senate and the Charybdis of moderates insisting the bipartisan infrastructure bill must pass the House before anything else happens. It is, to switch metaphors, an old-fashioned Mexican standoff, with the intervention that will lead to all factions holstering their weapons not yet evident. Still, the conventional wisdom is that Democrats will get both bills in the end. They will stare into the abyss, recognize the partywide debacle that would ensue if they pass nothing, and agree, somehow or other, on the infrastructure bill and a reduced reconciliation bill. It's certainly true that, whatever the intervening drama, must-pass spending bills always pass. But the possibility of a complete meltdown shouldn't be underestimated. The reconciliation bill isn't too big to fail, but big enough potentially to fail spectacularly. It has the hallmarks of other signature presidential initiatives that, despite huge investments of presidential political capital, have gone down at the hands of a president's own party. In an unimaginable defeat at the time, Bill Clinton couldn't get his health care bill through Congress, despite a roughly 80-seat House majority and 56 or 57 senators. After his reelection in 2004, George W. Bush's Social Security reform fizzled in a GOP Congress. Out of the gate, Donald Trump suffered an embarrassing defeat on Obamacare repeal in 2017. So, no, victory isn't inevitable, no matter how much Biden needs his bills. It is a well-established axiom that delay, which especially characterized the Clinton health care debate, is a killer. Presidents don't tend to get more popular after an election, and if a delay pushes a fight into a midterm-election year, members of his own party are likelier to conclude they need to go their own way to protect their interests. This is why Sen. Joe Manchin's talk of putting off consideration of the reconciliation bill until 2022 is itself an existential threat to its prospects. It's always a warning sign when a specific, partywide electoral mandate hasn't been built for an agenda. Clinton didn't set out in any detail his ambitions on health care during the 1992 campaign. Bush hardly campaigned on Social Security reform. And Trump had no idea about what would replace Obamacare. Biden did lay out his agenda last year, but he never made it front and center in the campaign. Instead, he presented himself as the anti-Trump who would bring the country together. Obviously, the size of congressional majorities matters. Clinton and Bush couldn't work their will despite healthy numbers, whereas Trump had a very slender majority in the Senate, opening the way for John McCain's famous thumbs down. Biden technically doesn't even have a Senate majority. This gets to what sets him apart from all of his predecessors — the massive disconnect between the scale of the legislation he seeks and the narrow majorities that are supposed to pass it. There's a hunt for villains among progressive commentators as the Biden agenda encounters turbulence. But why wouldn't a president who has an approval rating in the mid-40s, a tie in the Senate and a single-digit majority in the House have difficulties passing the most sweepingly ambitious progressive agenda in decades? The Democratic factions are empowered to make their conflicting demands because the margins are so small. The bill is so huge — with everything stuffed in it to avoid the filibuster — also because the margins are so small. Given the real risks of failure, it would make sense for Democrats to pass the infrastructure bill and pocket that success, then move on to reconciliation, realizing one way or the other that it is going to be slimmed down. Yet that's not the Democrats' mood right now, even though history says that they should be afraid, very afraid.

#### Afghanistan Thumps

Silverman 9-26-21

(Stan, https://www.bizjournals.com/philadelphia/news/2021/09/26/stan-silverman-leadership-lesson-trump-biden.html)

In the days after the fall of Afghanistan, the Biden administration was forced to work with the Taliban, a bitter enemy for 20 years, to ensure Americans could leave the country. The optics of this effort cost Biden significant political capital.

#### Plan popular.

Lande & Vaheesan ’20 [Robert; Professor of Law @ University of Baltimore School of Law and Sandeep; Legal Director @ Open Markets Institute, JD @ Duke; “Preventing the Curse of Bigness Through Conglomerate Merger Legislation,” *Ariz. St. LJ* 52; AS]

B. Growing Political and Public Concern About Corporate Power

Public recognition of, and concern about, corporate political power is growing. An increasing number of politicians and public figures are focused on the political and social—as well as economic—power of large businesses. This concern is not limited to one portion of the political spectrum. A diverse set of voices and organizations are calling for tackling monopoly and oligopoly power in American society.

Prominent liberal and progressive voices have demanded action to curb the economic and political power of large corporations. Many Democrats have made strengthening anti-merger and anti-monopoly law a key pillar of their agenda.80 As mentioned in the introduction, Senator Amy Klobuchar introduced an anti-merger bill that would establish a presumption of illegality involving mergers that combined more than $5 billion in assets.81 This bill would target corporate size directly, although it features a large exemption for pure conglomerate mergers.82

Senator Bernie Sanders weighed in against the AT&T/Time Warner merger and identified the further agglomeration of power as a principal evil of the combination. 83 He stated this consolidation “represents a gross concentration of power that runs counter to the public good.”84 And in early October 2018, Sanders introduced a bill that would break up the largest financial institutions in the United States and establish a cap on size going forward.85 Senator Sanders also promised to combat the excesses of large firms in the agricultural sector, stating that they are devastating to the small farmer and are a direct cause of mass unemployment, lower wages, massive wealth inequality, and a host of social problems. 86 In his October 2019 Corporate Accountability and Democracy plan, presidential candidate Sanders condemned the present system in which “a small group of ultrawealthy CEOs are making the decisions that increasingly determine our economic, environmental and political future.”87

Senator Elizabeth Warren has offered extensive critiques of corporate power, citing undue political influence as one of the evils of corporate bigness.88 In a keynote address at a conference hosted by the Open Markets Institute in December 2017, Senator Warren warned that “[c]oncentrated market power also translates into concentrated political power—the kind of power that can capture our government. And that’s exactly what’s happening, as President Trump and the Republicans in Congress bow to the power and influence of these industrial giants and financial titans.”89 Warren promised that if elected president, she would break up Amazon, Facebook, and Google.90 She published a detailed plan to break up big tech companies, including the creation of a threshold of $25 billion in annual revenue, above which companies would be subject to restrictions and regulations including mandatory divestitures of certain portions of the company. 91 Facebook allegedly removed Warren’s political ads posted on Facebook that called for breaking up Facebook.92

Warren also called for breaking up some of the biggest farming corporations “so that they not only do not have that kind of economic power, so that they’re wiping out competition, so they’re taking all the profits for themselves . . . but also so that they don’t have that kind of political power.”93

These figures are not outliers but are representative of a growing antimonopoly philosophy among Democrats, liberals, and progressives. Others have echoed the concerns expressed by Senators Klobuchar, Sanders, and Warren. (Former) Representative (and current Minnesota Attorney General) Keith Ellison and sitting Representative Ro Khanna established an Antitrust Caucus and called for antitrust enforcers to look beyond just consumer welfare. 94 Alexandria Ocasio-Cortez, the Democratic representative for New York’s 14th Congressional district, has repeatedly voiced concerns about the political might of large financial institutions.95 Senator Cory Booker has lamented the “incredible concentration of economic and political power in this country” 96 and introduced a bill that would establish a moratorium on corporate mergers in agriculture. 97 Former Colorado governor and former presidential candidate John Hickenlooper has called for a major revival in antimonopoly enforcement.98

Indeed, many Democrats have criticized the political power of banks since at least the 2007–08 financial crisis. In early 2009, just six months after the collapse of Lehman Brothers and the start of the worst financial crisis in eighty years, Senator Richard Durbin famously observed that “the banks— hard to believe in a time when we’re facing a banking crisis that many of the banks created—are still the most powerful lobby on Capitol Hill. And they frankly own the place.”99

Among academics and commentators, Joseph Stiglitz and Paul Krugman have repeatedly sounded the alarm about the pervasive market power problem. Stiglitz has opined that “America has a monopoly problem—and it’s huge” and cited the political power of large corporations as subverting democracy. 100 Krugman has similarly recognized the corrosive political power of large corporations. 101 Former Secretary of Labor, Harvard professor, and political commentator Robert Reich applauded Elizabeth Warren’s announced intention to break up big tech and predicted that breaking them up would allow for more privacy, decentralization of information, and more innovation. 102 Barry Lynn, director of the Open Markets Institute think tank, has sounded the alarm that tech giants like Google and Facebook are a threat to core democratic institutions.103 Zephyr Teachout, a progressive law professor, promised that if elected Attorney General of New York she would explore breaking up Google and Facebook using New York state antitrust laws.104

Conservatives in the United States are generally supportive of, and deferential toward, big business interests. Conservative thinkers have indeed played a major role in weakening the antitrust laws and allowing consolidation and monopolization across the economy.105 In the name of “free markets,” conservative politicians and commentators typically favor policies that support large corporations and place few restrictions on them.106

Nonetheless, more and more conservative voices are starting to raise concerns about corporate power. At present, many of the attacks reflect anger at certain companies, more than corporate power in general. Much of the conservative criticism appears driven by the perceived politics of their executives and employees more than a distrust of large corporations and their power in general. For example, Google is viewed as supportive of the Democratic Party and some liberal causes and it has drawn significant criticism from the right. 107 Whatever the underlying motivation though, skepticism of large corporations, or at least a subset of them, is a growing strand of thought on the right.

At least on the surface, the Trump administration reflects this rising antimonopoly tendency among conservatives. President Trump has repeatedly attacked certain powerful corporations.108 He has criticized the power of Amazon and its founder and chief executive officer, Jeff Bezos. 109 He has also condemned vertical integration in telecommunications—specifically calling out the completed merger between Comcast and NBC Universal and the now-completed merger between AT&T and Time Warner—for threatening to “destroy democracy.”110 His former chief strategist and right-wing icon, Steve Bannon, called for public utility regulation of tech platforms like Facebook and Google.111 Former Attorney General Jeff Sessions called for remedying the perceived liberal bias of these same tech platforms.112

Others on the right have sounded similar fears about corporate power. Senator Ted Cruz, who has been a major recipient of campaign contributions from large corporations,113 has endorsed using the antitrust laws against the power of tech platforms. 114 Senator (and former Representative) Marsha Blackburn has criticized platforms like Google and YouTube for failing to practice viewpoint neutrality and called them out for apparent bias against individuals and organizations expressing conservative opinions. 115 Representative Jim Jordan (R-OH) expressed similar concerns and insinuated that stronger governmental measures should be applied to curb the power of giant social media companies.116 Senator Josh Hawley (R-MO) previously served as Missouri’s attorney general and, during his tenure, opened an antitrust investigation into Google.117

Some conservative media outlets have in recent years been vocal critics of corporate power. Breitbart, the hard-right news outlet formerly run by Steve Bannon, has championed antitrust enforcement against large corporations.118 The American Conservative, a nativist right outlet that supports economic populism, has become a consistent critic of corporate power and supporter of renewed antitrust enforcement.119 Tucker Carlson, a commentator on Fox News, has endorsed public checks on Facebook and Google.120

Conservative talk radio icon Rush Limbaugh described what he saw as a pernicious aspect to corporate ownership of media.121 He stated that large, non-media corporations or their CEOs, for example Jeff Bezos purchasing The Washington Post, acquire media to shape policy and thereby increase their power. 122 Even anti-government conspiracy theorist Alex Jones has called on the Trump administration to break up big technology companies because the supposedly left-leaning Silicon Valley titans are using their massive power to stifle conservative viewpoints.123

With rising awareness of, and opposition to, corporate power, an antimerger law that directly targeted corporate size could attract significant popular and political support. Senator Klobuchar’s bill has already introduced size-based limits on consolidation into the political debate.124 Many liberals and progressives appear ready to embrace this idea.125 On the right, support for such a possibility is much less certain.126 Yet, a growing tide of criticism from conservative figures suggests at least one faction on the right may be open to preventing corporate growth through extremely large mergers and acquisitions.127

#### Winners win – legislative blitz key to success

Waldman 20

(Paul, <https://www.washingtonpost.com/opinions/2020/12/02/joe-biden-has-move-fast/>, 12-2)

For every day of his presidency, Joe Biden will be restrained and bedeviled by Republican power. Republicans will probably retain control of the Senate, and even if they don’t, they will do everything they can to sabotage Biden’s agenda. They will obstruct and delay, whether it’s on legislation, appointments or anything else, to make sure Biden has as little as possible to show for his time in office. Unfortunately, Biden is naturally inclined to respond in just the way Republicans are counting on. He’s a compromiser, a dealmaker — a man who wants to believe that there are bipartisan solutions to be found. That’s not to say that Biden is naive about what he faces, just that he will always be vulnerable to some of the same mistakes that President Barack Obama made early in his tenure, mistakes that come from thinking Republicans just might be operating in good faith and with the proper persuasion they can be dealt with. But a realization of the full implications of our current polarization may just prove liberating for the new administration. There are at least some encouraging signs that Biden understands the situation; here’s a report from Politico on how his transition is thinking about personnel: Concerned about Republicans slow-walking confirmation hearings for Cabinet appointees and hollowed-out federal agencies, Biden and his aides are eager to place mid- to lower-level officials across the federal government, particularly in national security roles, to ensure his administration can begin to enact his agenda immediately, according to three people familiar with the situation. Slow-walking will absolutely be the Republican strategy, on both appointments and legislation. They won’t come out and say they’re going to stonewall every appointee and refuse to allow any legislation to pass; instead they’ll say that they just want to make sure Biden doesn’t stock his administration with radical leftists and propose far-out socialist laws. Send us the nominees and the bills, and we’ll consider them. It’ll just take some time. Weeks will then stretch into months, and the Biden agenda will languish. They’ve done it before — Obama himself describes how they endlessly dragged out negotiations on the Affordable Care Act by claiming they might support it — and they’ll do it again. That’s the Republican plan. The first step to getting around it is to understand that the public won’t blame gridlock on the ones who are causing it. They’ll just see a bunch of bickering in Washington with nothing getting done, and Biden will be the one who takes the blame. Once you realize that the public is neither aware of nor particularly concerned about process questions, you can stop worrying about whether Republicans will squawk at this appointment or that executive order — because they’ll squawk no matter what you do. If it’s a good idea and you think the results will be good, then just do it. As quickly and comprehensively as possible. As David Roberts of Vox observes: In 2009, Obama and his aides made the mistake of thinking that their major initiatives had to be rolled out one at a time in sequence, because he had a finite store of “political capital” that had to be spent carefully. But political capital is not something that exists apart from any particular issue; it isn’t a special sauce that has to be poured on a policy in order to make it palatable. And with the parties as polarized and unified as they are, political capital has become all but meaningless. There may have been a time when a popular president possessed so much capital that a senator from the opposition party would feel compelled to support him on part of that president’s agenda, but that time is long gone. There is no account Biden can draw on to turn Republican “no” votes into “yes.” So setting up a series of high-profile policy battles may be the opposite of what Biden should do. The unfortunate fact is that he may not have the opportunity to do much in the way of big legislation on health care or climate change or anything else, and if he has only executive power to work with, it makes it all the more urgent to move quickly. Which means getting staff in place immediately and then unleashing them. The Revolving Door Project argues that Biden should give as much authority as possible to the agencies to let them dismantle their particular corners of the Trump legacy on their own, because the task “simply will not happen if approached sequentially or micromanaged” by a White House staff with limited bandwidth. That means moving on every policy area all at once. There’s nothing to be gained by putting off any part of Biden’s agenda. Whatever he can do given the limits of his power, he should do as soon as possible, in a flood of policymaking. Even if Democrats win both Georgia races and control the Senate, Biden should acknowledge that he likely has two years until the 2022 midterm elections to pass whatever legislation he can. Not only will Democrats probably lose one or both houses in the inevitable backlash (as happens to most presidents in their first midterm), the only possible chance at forestalling that result is to get results, as many as possible, that he can show the voters. Republicans will complain that Biden is being partisan, uncompromising, taking a “my way or the highway” approach. It will be a strategy to convince everyone of the lie that Biden and Democrats might be able to find some way of winning them over, when in fact they’ll be implementing a strategy of total opposition. If Biden follows them on that fruitless quest, he’ll be running in circles while crucial time passes and nothing gets done. The only option for him is to decide not to care about Republican whining and do what he got elected to do with all haste. The alternative is failure.

#### Even extreme warming won’t cause extinction

Dr. Toby Ord 20, Senior Research Fellow in Philosophy at Oxford University, DPhil in Philosophy from the University of Oxford, The Precipice: Existential Risk and the Future of Humanity, Hachette Books, Kindle Edition, p. 110-112

But the purpose of this chapter is finding and assessing threats that pose a direct existential risk to humanity. Even at such extreme levels of warming, it is difficult to see exactly how climate change could do so. Major effects of climate change include reduced agricultural yields, sea level rises, water scarcity, increased tropical diseases, ocean acidification and the collapse of the Gulf Stream. While extremely important when assessing the overall risks of climate change, none of these threaten extinction or irrevocable collapse.

Crops are very sensitive to reductions in temperature (due to frosts), but less sensitive to increases. By all appearances we would still have food to support civilization.85 Even if sea levels rose hundreds of meters (over centuries), most of the Earth’s land area would remain. Similarly, while some areas might conceivably become uninhabitable due to water scarcity, other areas will have increased rainfall. More areas may become susceptible to tropical diseases, but we need only look to the tropics to see civilization flourish despite this. The main effect of a collapse of the system of Atlantic Ocean currents that includes the Gulf Stream is a 2°C cooling of Europe—something that poses no permanent threat to global civilization.

From an existential risk perspective, a more serious concern is that the high temperatures (and the rapidity of their change) might cause a large loss of biodiversity and subsequent ecosystem collapse. While the pathway is not entirely clear, a large enough collapse of ecosystems across the globe could perhaps threaten human extinction. The idea that climate change could cause widespread extinctions has some good theoretical support.86 Yet the evidence is mixed. For when we look at many of the past cases of extremely high global temperatures or extremely rapid warming we don’t see a corresponding loss of biodiversity.87

[FOOTNOTE]

We don’t see such biodiversity loss in the 12°C warmer climate of the early Eocene, nor the rapid global change of the PETM, nor in rapid regional changes of climate. Willis et al. (2010) state: “We argue that although the underlying mechanisms responsible for these past changes in climate were very different (i.e. natural processes rather than anthropogenic), the rates and magnitude of climate change are similar to those predicted for the future and therefore potentially relevant to understanding future biotic response. What emerges from these past records is evidence for rapid community turnover, migrations, development of novel ecosystems and thresholds from one stable ecosystem state to another, but there is very little evidence for broad-scale extinctions due to a warming world.” There are similar conclusions in Botkin et al. (2007), Dawson et al. (2011), Hof et al. (2011) and Willis & MacDonald (2011). The best evidence of warming causing extinction may be from the end-Permian mass extinction, which may have been associated with large-scale warming (see note 91 to this chapter).

[END FOOTNOTE]

So the most important known effect of climate change from the perspective of direct existential risk is probably the most obvious: heat stress. We need an environment cooler than our body temperature to be able to rid ourselves of waste heat and stay alive. More precisely, we need to be able to lose heat by sweating, which depends on the humidity as well as the temperature.

A landmark paper by Steven Sherwood and Matthew Huber showed that with sufficient warming there would be parts of the world whose temperature and humidity combine to exceed the level where humans could survive without air conditioning.88 With 12°C of warming, a very large land area—where more than half of all people currently live and where much of our food is grown—would exceed this level at some point during a typical year. Sherwood and Huber suggest that such areas would be uninhabitable. This may not quite be true (particularly if air conditioning is possible during the hottest months), but their habitability is at least in question.

However, substantial regions would also remain below this threshold. Even with an extreme 20°C of warming there would be many coastal areas (and some elevated regions) that would have no days above the temperature/humidity threshold.89 So there would remain large areas in which humanity and civilization could continue. A world with 20°C of warming would be an unparalleled human and environmental tragedy, forcing mass migration and perhaps starvation too. This is reason enough to do our utmost to prevent anything like that from ever happening. However, our present task is identifying existential risks to humanity and it is hard to see how any realistic level of heat stress could pose such a risk. So the runaway and moist greenhouse effects remain the only known mechanisms through which climate change could directly cause our extinction or irrevocable collapse.

This doesn’t rule out unknown mechanisms. We are considering large changes to the Earth that may even be unprecedented in size or speed. It wouldn’t be astonishing if that directly led to our permanent ruin. The best argument against such unknown mechanisms is probably that the PETM did not lead to a mass extinction, despite temperatures rapidly rising about 5°C, to reach a level 14°C above pre-industrial temperatures.90 But this is tempered by the imprecision of paleoclimate data, the sparsity of the fossil record, the smaller size of mammals at the time (making them more heat-tolerant), and a reluctance to rely on a single example. Most importantly, anthropogenic warming could be over a hundred times faster than warming during the PETM, and rapid warming has been suggested as a contributing factor in the end-Permian mass extinction, in which 96 percent of species went extinct.91 In the end, we can say little more than that direct existential risk from climate change appears very small, but cannot yet be ruled out.

## AT: FTC Tradeoff DA

### 2AC – AT: FTC Tradeoff DA

#### FTC fails now because case-by-case adjudication drains resources.

Kades 7/28 – Michael Kades, Director for Markets and Competition Policy at the Center for Equitable Growth, “Competitive Edge: Congress needs to restore the Federal Trade Commission’s authority to seek monetary remedies when companies break the law,” 7/28/21, https://equitablegrowth.org/competitive-edge-congress-needs-to-restore-the-federal-trade-commissions-authority-to-seek-monetary-remedies-when-companies-break-the-law/

Market power and its abuse are far too prevalent in the U.S. economy, increasing the prices consumers pay, suppressing wage growth, limiting entrepreneurship, and exacerbating inequality. Equitable Growth’s 2020 antitrust transition report identifies a lack of deterrence as a key problem: “Antitrust enforcement faces a serious deterrence problem, if not a crisis.”

As the report explains, “Rather than deter anticompetitive behavior, current legal standards do the opposite: They encourage it because such conduct is likely to escape condemnation, and the benefits of violating the law far exceed the potential penalties.” In the face of such warnings, it is a particularly bad time for the Supreme Court to unanimously reject 40 years of lower court rulings and conclude that the Federal Trade Commission can neither force companies to give up the profits they earned by violating the law nor compensate the victims of those violations. (The first remedy is called disgorgement, and the second remedy is called restitution.)

Whether the Supreme Court in April correctly interpreted the statute at issue in the case, AMG Capital Management LLC v. Federal Trade Commission, is less important than its implications. Professor Andy Gavil discusses a potential silver lining in the Supreme Court’s decision—the glass-half-full approach. He argues that if the Supreme Court faithfully applies its approach to statutory interpretation, then it could open the door to broader application of the antitrust laws.

I look at the direct impact of the decision—the glass-half-empty approach. I argue that the decision deprives the antitrust agency of a critical, albeit imperfect, weapon that has deterred anticompetitive conduct particularly in the pharmaceutical industry. Although it has used disgorgement in competition cases sparingly, those awards have deterred the entire industry from engaging in the challenged conduct.

Before the recent Supreme Court decision, the disgorgement awards in competition cases went far beyond the impact in a single case. The savings include benefits from the conduct that did not occur. If the commission cannot seek monetary remedies, then companies will keep the rewards of their illegal conduct. Perversely, the companies causing the greatest harm will benefit the most from April’s decision.

The impact reaches even further. Without the threat of a disgorgement award, companies are more likely to drag out litigation and tax the FTC’s limited resources. Because the commission will spend more resources on egregious cases to reach weaker results, it will have fewer resources to challenge anticompetitive conduct in other areas and, for example, could affect enforcement in merger cases or in the high-tech industry.

#### Rule of reason unduly burdens agencies – high costs, delays, and complex litigation.

Chopra & Khan ’20 [Rohit; Commissioner @ Federal Trade Commission; and Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Case for “Unfair Methods of Competition” Rulemaking,” *The University of Chicago Law Review* *87*(2), p. 357-380; AS]

The current approach to antitrust also makes enforcement highly costly and protracted. In 2012, the American Bar Association (ABA) published the report of a task force that sought to “study ways to control the costs of antitrust litigation and enforcement.”9 The task force, the authors explained, was “a response to concerns” about both “the costs imposed on businesses by the American system of antitrust enforcement” and “the length of time required to resolve antitrust issues both in litigation and in enforcement proceedings.”10 Out-of-control costs undermine effective antitrust enforcement by agencies and private litigants, but may advantage actors who profit from anticompetitive practices and can treat litigation as a routine cost of business. Professor Michael Baye and Former Commissioner Joshua Wright have noted that generalist judges may be ill-equipped to independently analyze and assess evidence presented by economic experts.11 Because determining the legality of most conduct now involves complex economic analysis, courts have effectively “delegate[d] both factfinding and rulemaking to courtroom economists,” making courtroom economics “not just inevitable but often dispositive.”12 In fact, paid expert testimony now is often “the ‘whole game’ in an antitrust dispute.”13

Paid experts are a major expense. Some experts charge over $1,300 an hour, earning more than senior partners at major law firms.14 Over the last decade, expenditures on expert costs by public enforcers have ballooned.15 In a system that incentivizes firms to spend top dollar on economists who can use ever-increasing complexity to spin a favorable tale, the eye-popping costs for economic experts can put the government and new market entrants at a significant disadvantage.16 Another component of the burden is that antitrust trials are extremely slow and prolonged.17 The Supreme Court has criticized antitrust cases for involving “interminable litigation”18 and the “inevitably costly and protracted discovery phase,”19 yielding an antitrust system that is “hopelessly beyond effective judicial supervision.”20 That it can easily take a decade to bring an antitrust case to full judgment means that by the time a judge orders a remedy, market circumstances are likely to have outpaced it.21 The same 2012 ABA report suggested that lengthy, costly litigation may be contributing to reduced government-enforcement efforts over time relative to the expansion of the US economy.22

#### Rulemaking frees resources.

Chopra & Khan ’20 [Rohit; Commissioner @ Federal Trade Commission; and Lina; Chairperson @ Federal Trade Commission, JD @ Yale Law School; “The Case for “Unfair Methods of Competition” Rulemaking,” *The University of Chicago Law Review* *87*(2), p. 357-380; AS]

Second, establishing rules could help relieve antitrust enforcement of steep costs and prolonged trials. Identifying ex ante what types of conduct constitute “unfair method[s] of competition” would obviate the need to establish the same exclusively through ex post, case-by-case adjudication. Targeting conduct through rulemaking, rather than adjudication, would likely lessen the burden of expert fees or protracted litigation, potentially saving significant resources on a present-value basis.47

Moreover, establishing a rule through APA rulemaking can be faster than litigating multiple cases on a similar subject matter. For taxpayers and market participants, the present value of net benefits through the promulgation of a clear rule that reduces the need for litigation is higher than pursuing multiple, protracted matters through litigation. At the same time, rulemaking is not so fast that it surprises market participants. Establishing a rule through participatory rulemaking can often be far more efficient. This is particularly important in the context of declining government enforcement relative to economic activity, as documented by the ABA.48

### 2AC – Harmonization

#### Plan harmonizes US law with the EU – key to free trade.

Heinemann & Choi ’20 [Andreas; Associate Professor of Law in Graduate School of International and Area Studies @ Hankuk University of Foreign Studies; and Yo Sop; Professor in Law @ University of Zurich; “Competition and Trade: The Rise of Competition Law in Trade Agreements and Its Implications for the World Trading System,” *World Competition* 43(4), p. 521-542; AS]

2.2 CONVERGENCE OF SUBSTANTIVE COMPETITION RULES: BASIC PRINCIPLES

Most countries’ competition regimes contain three substantive sets of rules, including the prohibition of anti-competitive agreements, the abuse of a dominant position or monopolization,48 and the control of mergers with respect to their effects on competition. The analogous architecture of substantive provisions in the field of competition law demonstrates impressive convergence on a worldwide level, distinctive from a comparative perspective.49 However, there are many variations regarding details. With respect to anti-competitive agreements, many competition regimes treat hardcore restrictions, such as agreements regarding price-fixing, output restrictions, market sharing, and bidrigging, as per se or quasi-per se illegal, thus demonstrating their common philosophy of zero tolerance for hardcore cartels. Nonetheless, there are diverging views on the issue of tacit collusion. In some competition regimes, such as that of the EU, the sharing of critical information, such as individual and future prices or output, between competing undertakings is deemed to constitute illegal concerted practices. By contrast, this view has not been accepted by other jurisdictions, despite their adoption of provisions prohibiting concerted practices.50

With regard to provisions prohibiting the abuse of a dominant position or monopolization, the divergence among competition regimes is even more notable.51 Regarding dominance, some competition regimes have adopted the concept of collective dominance, which originates in European competition law. By contrast, some competition regimes, despite their considerable willingness to adopt EU concepts, have not accepted the concept of collective dominance.52

Regarding abuse, there are differences with respect to the fundamental distinction between exploitative and exclusionary abuse: exploitative abuse refers to conduct with respect to the other market side (suppliers or customers), for example excessive pricing, whereas exclusionary abuse addresses business conduct that obstructs or eliminates competing firms. In particular, US antitrust law does not cover exploitative abuse, as the US regime assumes that excessive pricing or high prices induce more competition in the market, whereas the competition regimes of the EU and other jurisdictions that have accepted the European approach prohibit exploitative abuse because this type of conduct leads to results that do not correspond to competitive conditions. Moreover, the unilateral conduct rules of the various competition regimes have different aims. Whereas in the US they are essentially aimed at consumer welfare and efficiency, other jurisdictions have adopted the idea of competitive fairness.53 In particular, the concept of fairness recently influences the development of a competition rule of abuses of a superior position in the digital economy. Therefore, in jurisdictions other than the US, the term anti-competitiveness often embraces the broad concept of unfairness.54

With respect to merger control, there is considerable diversity regarding the conditions of notification. Many jurisdictions provide for an obligation to notify linked to certain thresholds (often but not always based on turnover); in other jurisdictions notification is provided on a voluntary basis. Regarding the substantive appraisal test, the US merger control regime uses the ‘substantial lessening of competition’ (SLC) test, while the EU regime has adopted the ‘significant impediment to effective competition’ (SIEC) test. Although the terminology in the two tests differs, varying outcomes in practice owe less to different concepts than to the appreciation of facts in the single case.

In conclusion, there is a lot of convergence in the areas of anti-competitive agreements and merger control, whereas the rules on unilateral conduct (abuse of a dominant position or monopolization) are characterized by considerable divergence. One of the major reasons for this observation is the fact that rules on unilateral conduct are frequently influenced by the fundamental objectives of competition law. In many developing countries, various socio-political goals, such as fair competition, seem important.55 A current task of developing countries’ competition regimes is therefore to harmonize these general objectives and blend them with the goal of economic efficiency, while the US antitrust regime seems to focus more on improving the concept of efficiency.

With respect to free trade agreements, it is important to note that countries must make efforts for the convergence of their substantive competition rules in order to pave the way for common competition chapters in their FTAs. This is only possible if countries study the competition law of their trading partners. In the absence of knowledge about others’ domestic economic policies, it is impossible to achieve successful cooperation.56

#### Disputes trigger digital protectionism – convergence solves.

Filippo M. Lancieri 19, Postdoctoral Researcher, ETH Zurich. J.S.D., University of Chicago Law School. M.S., Economics, INSPER, "Digital Protectionism? Antitrust, Data Protection, And The EU/US Transatlantic Rift," The Journal of Antitrust Enforcement, Vol. 7, Issue 1, March 2019, Lexis.

IV. The way ahead: Convergence or divergence?

So far, this article presented how the differences between the American and European approaches to data protection provide EU regulators with motivation to strengthen antitrust enforcement in data markets. Moreover, it argued that once this process starts, the unique features of European antitrust policy will prove a perfect incubator, so that antitrust cases against US tech companies for dominance violations should grow. Americans do not share and may not understand neither the motivation nor the antitrust tools employed in the EU. 110 As the Atlantic divide on antitrust enforcement widens (and given that actual protectionist policies are on the rise) 111 calls of digital protectionism should afloat. Tensions run both ways, as Europeans may also be startled by American complaints against what they see as a regular application of the rule of law. 112

With a trade war between the EU and the US looming after a series of trade sanctions, 113 increased strains between two of the world's leading trade and security partners can do little good. 114 The digital economy is a sensitive area and the EU/US safe harbour for data transfer is proof of the damage that may arise from disputes. The first Safe Harbor came after a major trade conflict between the EU and the US over personal data. 115 By striking it down, EU Courts' placed thousands of American and European companies in disarray, 116 reason why business leaders in both jurisdictions welcomed the swift conclusion of the Privacy Shield. 117 The challenge remains, however, on whether it is desirable or possible to bridge such significant cultural differences, or at least develop clear mechanisms that prevents tensions arising from pure misunderstanding.

This remains a contingent question. On one side, convergence may never be necessary. It is perfectly reasonable and may even be optimal that different legal systems will provide different solutions to challenges of a new internet era, forcing agents to adapt to the norms of a given jurisdiction. 118 Lack of convergence is burdensome and may increase the cost of doing business across the Atlantic, 119 but the so far successful implementation of the 'right to be forgotten' experience in Europe demonstrates that both markets are large enough to justify companies adopting different solutions. The risk is that shifts in market behaviour may lead to the 'Brussels' effect' and the export of stricter standards, 120 something that may trigger unpredictable reactions by US authorities facing loss of sovereignty.

On the other, the safe harbour demonstrates how convergence is possible if parties move to bridge differences. As there is more to explore from an academic perspective in this second scenario, this section will focus on that. Bringing together such disparate regimes will require both political motivation and a coherent framework. This part argues that: (i) convergence efforts will require a balancing of the role that economics plays in antitrust enforcement on internet markets on both sides of the Atlantic; and (ii) that recent EU reforms open a window of opportunity for this to happen. In addition, it presents data portability as a mitigating measure that companies may explore to decrease tensions while and if converge does not take place.

#### Trade solves war – extinction.

Gallea and Rohner 21 – Quentin Gallea, PhD, postdoctoral researcher in political economy at the University of Zürich, and Dominic Rohner, Faculty of Business and Economics, University of Lausanne, “Globalization mitigates the risk of conflict caused by strategic territory,” *Proceedings of the National Academy of Sciences*, Volume 118, Number 39, September 28, 2021, https://doi.org/10.1073/pnas.2105624118

Competing for the control of strategic waterways and world trade routes has highlighted potential dangers of economic integration, and various scholars, politicians, and journalists have blamed globalization for surges of conflicts and other ills of our time. This view has been formulated most prominently by Vladimir Lenin in his 1917 pamphlet Imperialism, the Highest Stage of Capitalism (1). Now, over 100 y later, these ideas of trade and globalization being responsible for turmoil still echo prominently in the public sphere. Among other allegations, globalization has been recently accused in media articles of triggering wars and “killing the globe.”\*

This contrasts with an intellectual tradition of arguing that globalization, business, and trade may—by fostering interdependence—curb the incentives for engaging in domestic and international conflicts. This argument has its roots ranging as far back as the thinking of De Montesquieu [1758 (2)] or Angell [1909 (3)], has been refined verbally by an array of “liberalist” scholars in international relations (see the survey in ref. 4), and has recently been scrutinized in formal game-theoretical models (see, e.g., refs. 5 and 6).

While a small body of empirical research has linked trade to interstate wars (4, 5, 7, 8), the arguably even more pressing question of how globalization and trade affect domestic conflicts has received even less attention.† This is a major gap in the literature, given that since World War II, roughly 80 to 90% of wars have been within rather than between states (11). Hence, the goal of the current article is to study the question of how places close to strategically important trade routes may be more or less subject to civil conflict and how their fate is affected by surges in globalization.‡

We have built what—to the best of our knowledge—is the most precise and fine-grained dataset of strategic location importance covering the entire globe. Our dataset allows us to investigate, using a regression analysis, how a location’s strategic centrality affects its risk of being drawn into an armed conflict and how globalization can influence this centrality-conflict nexus.

In order to develop an empirically testable hypothesis to guide our statistical investigation, we have built a game-theoretic model that systematically studies the incentives for engaging in conflict (SI Appendix). As discussed in detail in SI Appendix, our framework predicts that under mild conditions in years of low international trade openness, strategic territory tends to entail above-average levels of conflict (due to the strategic value of territory providing incentives for appropriation). In contrast, in years of roaring globalization, areas with strategic value are, on average, less combatted, as major international powers have incentives to intervene in local disputes to make sure that crucial trade routes remain open.§ In what follows, we will present the data and methods, before confronting these predictions to the data.

Data and Methods

To carry out our empirical analysis, we have constructed a panel dataset that consists of grid cells of size 0.5 × 0.5 decimal degrees (55 km × 55 km at the equator) covering the whole world from 1989 to 2018. We have designed an algorithm to detect strategic zones in the sea, so-called maritime “choke points” (e.g., straits or capes) that are points of “natural congestion along two wider and important navigable passages” that are typically of key strategic importance for international shipping. Crucially, we have built this measure purely based on geographical features, which has the advantage of addressing a series of potential statistical biases—such as reverse causation—that would arise if we were to focus on measures of actual water transport volumes.¶ In particular, drawing on a network model, we compute the betweenness centrality of any water location, allowing us to uncover where crucial strategic choke points lie. SI Appendix contains detailed variable definitions and sources and a full discussion of the construction of all variables.

It is widely accepted that maritime choke points are of crucial importance to world trade and global energy security. Our algorithm identifies real ship density and all famous maritime landmarks, such as the straits of Hormuz or Malacca and the canals of Suez or Panama. Furthermore, our measure provides a fine-grained scale of strategic importance for any water spot worldwide, including the great number of less well-known locations. Fig. 1A depicts for each water location how close it is to a choke point, as computed using our algorithm. Fig. 1B displays for illustration major marine traffic routes (observed density of ships in 2017 from https://www.marinetraffic.com/). Strikingly, the proximity to waterway choke points, as computed by our algorithm based on purely geographical features, matches remarkably well the actual marine trade routes, hence stressing the relevance of our measure.

After having computed strategic water choke points, we have then, in a second step, constructed, for all land locations, the distance to these waterway bottlenecks. The obtained values across the world are displayed in Fig. 1C. Darker colors indicate areas closer to choke points, which typically lie close to major straits and waterways, and brighter colors indicate zones that are further away from maritime choke points. This measure of the strategic importance of any land location worldwide is used as the main explanatory variable in our statistical analysis. We study its direct impact as well as how it interacts with the volume of world trade in a given year, which is measured by using world trade openness from the World Bank [trade in percentage of gross domestic product (GDP) (18)]. SI Appendix contains a graphical representation of the evolution of this variable, as well as of other key covariates.

In terms of the dependent outcome variable, for measuring conflict, we draw on fine-grained geolocalized information on conflict events from the Uppsala Conflict Data Program (UCDP) Georeferenced Event Dataset (GED) (19). This allows us to know for each cell and year whether at least one conflict event took place, as well as the types of events and their number. As mentioned, all data, variable construction, and methods are described in detail in SI Appendix.

Descriptive summary statistics of all variables of the analysis are provided in SI Appendix. In a nutshell, the final sample is composed of 64,818 cells covering the world from 1989 to 2018, resulting in a total of 1,944,540 observations. The unconditional likelihood for any type of violent events for the whole sample at the cell level is 1.5%, while for state-based it is 0.7%, for nonstate 0.2%, and 0.6% for one-sided events. The mean number of deaths is 1.126 per year per cell. The difference between the mean value of the outcome for the cells “close” to choke points (above median by proximity) and for those “far away” (below median by proximity) is also displayed. The difference is statistically significant and positive for any type of violence (using a t test with a bilateral null hypothesis; SI Appendix). These results highlight a positive association between the proximity to waterway choke points and violent events, which we shall investigate in more depth in what follows.

In terms of the methodology used, we carry out a multivariate regression analysis, focusing on Linear Probability Models (LPMs) when facing a binary dependent variable and on Ordinary Least Squares (OLS) estimators otherwise. We will include a battery of fixed effects, filtering out time-invariant location characteristics, as well as global shocks. Specifically, in some specifications, we go as far as including fixed effects at the cell level (i.e., separate constant terms for each cell), which control for all local, time-invariant potential confounders such as local climate, elevation, sea access, distance to capital, and historical population density, among others. We also control for annual time effects, which analogously capture all global shocks occurring in a given year, such as, for example, major geo-political shocks like the fall of the Soviet Union or 9/11, major recessions such as the subprime crisis, or health shocks such as a pandemic (e.g., severe acute respiratory syndrome or COVID-19). The various specifications, as well as additional estimation results, are reported in SI Appendix.

Results

We start by running a very simple regression specification before gradually increasing complexity. In particular, we focus first on comparing areas with high strategic importance scores (according to our measure) with cells for which our algorithm has found a lower strategic importance (i.e., that are further away from maritime choke points). Our main explanatory variable is “proximity” (to the nearest choke point), and the dependent variable of interest is the likelihood of experiencing at least one violent event in a given cell and year. The goal of this initial table being to report the parsimonious “raw” correlation, we limit ourselves to controlling for latitude fixed effects (i.e., a specific constant term for each latitude, filtering out climate zone effects and earth perimeter# ) and annual year dummies (which account for global shocks). All methodological details of this specification are provided in SI Appendix.

The regression analysis of Table 1 reveals that overall areas closer to maritime choke points face a greater risk of conflict, as shown by the fact that in all columns, the proximity variable has a positive, statistically significant coefficient. This holds when including a dummy for any violent event (column [col.] 1) and also for various subcategories of violent events (col. 2–4). It is imprecisely estimated for a violence intensity measure (col. 5). The effect is quantitatively sizable, as one SD greater proximity (i.e., 1,100 km closer to a choke point, corresponding to the straight-line distance from Paris to Rome or New York to Chicago) in the main specification (col. 1) corresponds to a 0.31-percentage-point increase in conflict risk, which is about a fifth of the baseline conflict risk for a given cell and year (1.5%). Note that the results of col. 2–4 show that the quantitatively largest effect emanates from state-based conflict (col. 2).

Next, we investigate the main prediction of our game-theoretic model (SI Appendix), namely, that while proximity to maritime choke points increases the conflict risk for moderate levels of trade openness, for peak levels of globalization, the prediction reverses, and locations of strategic importance are expected to benefit from a relatively low likelihood of conflict. We illustrate graphically how the locations of strategic choke points relate to conflict events—both for periods of high trade (Fig. 2 A and C) and low trade (Fig. 2 B and D). We zoom in on key strategic regions: Panama Canal and Cape of Good Hope (a full map of the world is depicted in SI Appendix). Visual inspection suggests—in line with our predictions discussed above—that strategic territory may bear a conflict potential, in particular, during periods of low trade, while in times of high trade volumes (when major powers are particularly keen to keep world trade routes open and secure), conflicts may be less concentrated around choke points. While these associations are interesting, they could be driven by various confounders, and, hence, we need to perform in what follows an in-depth regression analysis that allows us to control for confounding variables and statistical biases.

At present, we move to a regression analysis with this interactive effect. Note that SI Appendix presents a simplified regression specification (featuring the same controls as in Table 1) and provides all methodological details for the more demanding main specification that we shall now discuss. This main regression specification features, as before, as dependent variables several measures of violent events. As a main explanatory variable, we still focus on the proximity to maritime choke points, but now not only as a linear term, but also in interaction with a measure of world trade openness (imports plus exports) in percentage of world GDP. In this main baseline specification, we include a more stringent set of controls. As before, we control for annual time dummies (which account for global shocks) and latitude fixed effects (capturing, among others, climate zone effects, earth perimeter, and cell size), but now we also control for country fixed effects. These different constant terms for each country allow us to control for any time-invariant country characteristics (such as colonial heritage, tradition of autocracy, country size, geographical features, etc.), and, hence, our identifying statistical variation stems from comparing different locations of the same country (e.g., Medellin with Bogota or Miami with Nashville). Note that controlling for annual time dummies picks up the world trade openness measure (which takes the same value for each country and varies annually), which, hence, is dropped.

The results are displayed in Table 2. Consider the main specification of col. 1, where the linear effect of proximity has a statistically significant positive coefficient, whereas its interaction with world trade openness has the expected negative sign. This means that strategic territories face, on average, a higher conflict risk in periods of low trade openness, while with greater trade openness, they are relatively more shielded from armed conflict, which is fully consistent with our game-theoretic model in SI Appendix. This result carries over for subcategories of conflict (col. 2–4) and for a conflict intensity variable (col. 5). The results of Table 2 are represented graphically in Fig. 3.

The impact is quantitatively sizable, as moving one SD (1,100 km) closer to a choke point increases by 0.4 percentage points∥(24.8% of the unconditional baseline risk) the conflict likelihood in periods when trade openness is low (0.4), while reducing it by 0.2 percentage points\*\* (12.1% of the conflict baseline risk) when trade openness is high (0.6).

In SI Appendix, we present the details of all specifications used in the main text, in addition to results for alternative specifications. In particular, we go one step further by running the same regression, but including controls for cell fixed effects. These constant terms are specific to each cell of 0.5 × 0.5 decimal degrees (55 km × 55 km at the equator) and, hence, filter out all time-invariant characteristics of this very fine-grained local area. In particular, this controls for the potentially confounding impact of elevation, microclimate, sea access, ruggedness of terrain, river proximity, and historical road network, to name a few. This specification is described in detail in SI Appendix. It is shown that all our results go through in this demanding specification and that the interaction term of interest between the proximity to maritime choke points and world trade openness continues to have a statistically significant negative sign in all specifications.

Next, in SI Appendix, we perform further robustness checks. We start by setting up an alternative specification to estimate the direct effect of world trade openness. We find a conflict-reducing effect of trade, and the coefficient of our main interaction term of interest remains robust to this alternative specification. Next, we investigate whether the interaction of world trade openness and proximity does not pick up the role of other factors, such as global military tensions, demographic changes, or democratization. Our results prove robust to controlling for the interactions of the these variables with proximity to choke points. Furthermore, we explore a series of alternative ways of defining choke points and building our proximity measure (such as choke points without manmade shortcuts [Panama and Suez canals]).

A further robustness check carried out in SI Appendix is to allow for a nonlinear impact of proximity to choke points, running tercile and quartile regressions, as well as focusing on immediate proximity to choke points (top 5 percentile, equaling 200 kilometers). Similarly, in another sensitivity test, the proximity to the closest coast and an interaction between this proximity and world trade openness are included. Our results are robust to this change and highlight that using our complex proximity-to-choke-points measure yields substantial additional explanatory power beyond the simple proximity-to-coast measure.

Finally, the robustness analysis in SI Appendix shows that the results are robust to using an alternative data source for conflict [GDELT (20)] and to alternative clustering of SEs (at the country level, administrative level 1, or spatial clustering).

Last, but not least, in SI Appendix, we present a substantial extension of our statistical model, going beyond a simple robustness check. Specifically, we augment our specification by including an interaction between our proximity-to-choke-points measure and a dummy for defense-cooperation agreements. This model shows that our main specification is robust to this inclusion and that having a defense-cooperation agreement is a complement to trade in terms of security, yet with a somewhat smaller effect. This highlights the usefulness of both informal trade incentives and formal defense-cooperation agreements for fostering peace close to strategic choke points.

Discussion

Our results suggest that—as predicted by our game-theoretic model—being located nearby maritime choke points is a mixed blessing. Being close to such a strait or bottleneck usually bears significant risks, as controlling such neuralgic locations conveys a series of rents and benefits. At the same time, in periods of high globalization and booming world trade, influential major powers have strong incentives to mediate local conflicts in order to guarantee the smooth operation of crucial waterways. We indeed find in our data that while, overall, places closer to choke points had more conflict, this reverses when world trade flows are large enough. Thus, while globalization may be responsible for some ills, it would be unfair to blame it for military combat over the control of locations of high strategic importance.
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#### Rulemaking expands the scope.

Kovacic ’21 [William; Global Competition Professor of Law and Policy @ George Washington University Law School; “The Future Adaptation of the Per Se Rule of Illegality in US Antitrust Law,” *Columbia Business Law Review* 1(33), p. 34-91; AS]

D. Rulemaking

The FTC’s authority to promulgate trade regulation rules202 provides another mechanism for adjusting the application of rules of per se illegality. The FTC could draw upon the reassessment proceedings and research programs suggested above,203 along with antitrust agency experience in enforcing section 1 of the Sherman Act, to clarify existing per se principles and adjust the scope of their coverage. For example, the FTC might choose to distill the learning from its proceedings involving employment covenants204 to develop a rule restricting their use, perhaps with proscriptions against the use of such covenants in specific circumstances.

#### New FTC rules expand the scope of Section 5.

Miller ’12 [James C; Reagan’s Budget Director and chairman of the Federal Trade Commission; 10/05/12; “FTC action against Google would be unwise”; <https://thehill.com/blogs/congress-blog/technology/260581-ftc-action-against-google-would-be-unwise>; The Hill; accessed 9/1/21; TV]

Once again the FTC is actively looking for opportunities to expand the scope of Section 5, and this time the target is Google. In response to a press inquiry about whether the agency was “investigating the online search market,” Chairman Jon Leibowitz replied, “one of the commission’s priorities is to find a pure Section Five case under unfair methods of competition.”

#### The executive has empirically expanded the scope of antitrust statutes.

Jeffrey Naimon et. al 14. Jeffrey Naimon and Kirk Jensen are partners and Sasha Leonhardt is an associate with BuckleySandler in the firm's Washington, D.C., office. “Lenity, Chevron Deference And Consumer Protection Laws”. Law360. Jan 16 2014. https://www.law360.com/articles/500002/lenity-chevron-deference-and-consumer-protection-laws

Several federal statutes, including the Real Estate Settlement Procedures Act ("RESPA"), the Truth in Lending Act ("TILA") and the Servicemembers Civil Relief Act ("SCRA") permit the government to seek either civil or criminal penalties for the same conduct. While the executive branch has used its ability to promulgate regulations, publish policy statements and initiate enforcement actions to expand the scope of these laws, a recent decision from the Sixth Circuit should give the government pause.

#### Agencies expand the scope.

Chris Micheli 17. adjunct professor at McGeorge School of Law’s Capital Lawyering program. “Overview of Regulatory Advocacy”. Dec 20 2017. CAPimpact CA. Podcast available here: <https://www.capimpactca.com/2017/12/overview-regulatory-advocacy/>. Transcription here: https://www.capimpactca.com/wp-content/uploads/sites/408/2017/12/Overview-of-Regulatory-Advocacy.pdf

What is regulatory agency advocacy? Is it different from legislative advocacy? In my mind, it isn't. Legislative advocacy, at its core, is lobbying for or against legislation and of course you're dealing with the legislative branch of government. On the other hand, regulatory agency advocacy is lobbying for or against regulations and dealing with the executive branch of government.

Now, certainly there's a difference between the legislative process of adopting a bill and the rule-making process for adopting a regulation. So while those two processes differ, in many regards the lobbying for or against regulations or legislation is similar.

Now, why is regulatory agency advocacy important? In my mind, just because a statute has been enacted doesn't mean the battle is over. In other words, there's another bite at the apple; that is, another opportunity to limit or expand the scope of a statute. Now let's set the stage for regulatory agency advocacy.
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### AT: Nuke Winter

#### Nuclear winter

Starr, 2014 Steven, Associate member of the Nuclear Age Peace Foundation Director of Clinical Laboratory Science Program, University of Missouri-Columbia, Catastrophic Climatic Consequences of Nuclear Conflict, “The Lethality of Nuclear Weapons: Nuclear War has No Winner” 6/5 http://www.globalresearch.ca/the-lethality-of-nuclear-weapons-nuclear-war-has-no-winner/5385611

Nuclear war has no winner. Beginning in 2006, several of the world’s leading climatologists (at Rutgers, UCLA, John Hopkins University, and the University of Colorado-Boulder) published a series of studies that evaluated the long-term environmental consequences of a nuclear war, including baseline scenarios fought with merely 1% of the explosive power in the US and/or Russian launch-ready nuclear arsenals. They concluded that the consequences of even a “small” nuclear war would include catastrophic disruptions of global climate[i] and massive destruction of Earth’s protective ozone layer[ii]. These and more recent studies predict that global agriculture would be so negatively affected by such a war, a global famine would result, which would cause up to 2 billion people to starve to death. [iii] These peer-reviewed studies – which were analyzed by the best scientists in the world and found to be without error less– also predict that a war fought with than half of US or Russian strategic nuclear weapons would destroy the human race.[iv] In other words, a US-Russian nuclear war would create such extreme long-term damage to the global environment that it would leave the Earth uninhabitable for humans and most animal forms of life. A recent article in the Bulletin of the Atomic Scientists, “Self-assured destruction: The climate impacts of nuclear war”,[v] begins by stating: “A nuclear war between Russia and the United States, even after the arsenal reductions planned under New START, could produce a nuclear winter. Hence, an attack by either side could be suicidal, resulting in self-assured destruction.” In 2009, I wrote an article[vi] for the International Commission on Nuclear Non-proliferation and Disarmament that summarizes the findings of these studies. It explains that nuclear firestorms would produce millions of tons of smoke, which would rise above cloud level and form a global stratospheric smoke layer that would rapidly encircle the Earth. The smoke layer would remain for at least a decade, and it would act to destroy the protective ozone layer (vastly increasing the UV-B reaching Earth[vii]) as well as block warming sunlight, thus creating Ice Age weather conditions that would last 10 years or longer. Following a US-Russian nuclear war, temperatures in the central US and Eurasia would fall below freezing every day for one to three years; the intense cold would completely eliminate growing seasons for a decade or longer. No crops could be grown, leading to a famine that would kill most humans and large animal populations. Electromagnetic pulse from high-altitude nuclear detonations would destroy the integrated circuits in all modern electronic devices[viii], including those in commercial nuclear power plants. Every nuclear reactor would almost instantly meltdown; every nuclear spent fuel pool (which contain many times more radioactivity than found in the reactors) would boil-off, releasing vast amounts of long-lived radioactivity. The fallout would make most of the US and Europe uninhabitable. Of course, the survivors of the nuclear war would be starving to death anyway. Once nuclear weapons were introduced into a US-Russian conflict, there would be little chance that a nuclear holocaust could be avoided. Theories of “limited nuclear war” and “nuclear de-escalation” are unrealistic.[ix] In 2002 the Bush administration modified US strategic doctrine from a retaliatory role to permit preemptive nuclear attack; in 2010, the Obama administration made only incremental and miniscule changes to this doctrine, leaving it essentially unchanged. Furthermore, Counterforce doctrine – used by both the US and Russian military – emphasizes the need for preemptive strikes once nuclear war begins. Both sides would be under immense pressure to launch a preemptive nuclear first-strike once military hostilities had commenced, especially if nuclear weapons had already been used on the battlefield. Both the US and Russia each have 400 to 500 launch-ready ballistic missiles armed with a total of at least 1800 strategic nuclear warheads,[xi] which can be launched with only a few minutes warning.[xii] Both the US and Russian Presidents are accompanied 24/7 by military officers carrying a “nuclear briefcase”, which allows them to transmit the permission order to launch in a matter of seconds. Yet top political leaders and policymakers of both the US and Russia seem to be unaware that their launch-ready nuclear weapons represent a self-destruct mechanism for the human race. For example, in 2010, I was able to publicly question the chief negotiators of the New START treaty, Russian Ambassador Anatoly Antonov and (then) US Assistant Secretary of State, Rose Gottemoeller, during their joint briefing at the UN (during the Non-Proliferation Treaty Review Conference). I asked them if they were familiar with the recent peer-reviewed studies that predicted the detonation of less than 1% of the explosive power contained in the operational and deployed U.S. and Russian nuclear forces would cause catastrophic changes in the global climate, and that a nuclear war fought with their strategic nuclear weapons would kill most people on Earth. They both answered “no.” More recently, on April 20, 2014, I asked the same question and received the same answer from the US officials sent to brief representatives of the NGOS at the Non-Proliferation Treaty Preparatory Committee meeting at the UN. None of the US officials at the briefing were aware of the studies. Those present included top officials of the National Security Council. It is frightening that President Obama and his administration appear unaware that the world’s leading scientists have for years predicted that a nuclear war fought with the US and/or Russian strategic nuclear arsenal means the end of human history. Do they not know of the existential threat these arsenals pose to the human race . . . or do they choose to remain silent because this fact doesn’t fit into their official narratives? We hear only about terrorist threats that could destroy a city with an atomic bomb, while the threat of human extinction from nuclear war is never mentioned – even when the US and Russia are each running huge nuclear war games in preparation for a US-Russian war. Even more frightening is the fact that the neocons running US foreign policy believe that the US has “nuclear primacy” over Russia; that is, the US could successfully launch a nuclear sneak attack against Russian (and Chinese) nuclear forces and completely destroy them. This theory was articulated in 2006 in “The Rise of U.S. Nuclear Primacy”, which was published in Foreign Affairs by the Council on Foreign Relations.[xiii] By concluding that the Russians and Chinese would be unable to retaliate, or if some small part of their forces remained, would not risk a second US attack by retaliating, the article invites nuclear war. Colonel Valery Yarynich (who was in charge of security of the Soviet/Russian nuclear command and control systems for 7 years) asked me to help him write a rebuttal, which was titled “Nuclear Primacy is a Fallacy”.[xiv] Colonel Yarynich, who was on the Soviet General Staff and did war planning for the USSR, concluded that the “Primacy” article used faulty methodology and erroneous assumptions, thus invalidating its conclusions. My contribution lay in my knowledge of the recently published (in 2006) studies, which predicted even a “successful” nuclear first-strike, which destroyed 100% of the opposing sides nuclear weapons, would cause the citizens of the side that “won” the nuclear war to perish from nuclear famine, just as would the rest of humanity. Although the nuclear primacy article created quite a backlash in Russia, leading to a public speech by the Russian Foreign Minister, the story was essentially not covered in the US press. We were unable to get our rebuttal published by US media. The question remains as to whether the US nuclear primacy asserted in the article has been accepted as a fact by the US political and military establishment. Such acceptance would explain the recklessness of US policy toward Russia and China. Thus we find ourselves in a situation in which those who are in charge of our nuclear arsenal seem not to understand that they can end human history if they choose to push the button. Most of the American public also remains completely unaware of this deadly threat. The uninformed are leading the uninformed toward the abyss of extinction. US public schools have not taught students about nuclear weapons for more than 20 years. The last time nuclear war was discussed or debated in a US Presidential election was sometime in the last century. Thus, most people do not know that a single strategic nuclear weapon can easily ignite a massive firestorm over 100 square miles, and that the US and Russia each have many thousands of these weapons ready for immediate use. Meanwhile, neoconservative ideology has kept the US at war during the entire 21st century. It has led to the expansion of US/NATO forces to the very borders of Russia, a huge mistake that has consequently revived the Cold War. A hallmark of neconservatism is that America is the “indispensable nation”, as evidenced by the neoconservative belief in “American exceptionalism”, which essentially asserts that Americans are superior to all other peoples, that American interests and values should reign supreme in the world. At his West Point speech on May 28, President Obama said, “I believe in American exceptionalism with every fiber of my being.” Obama stated his bottom line is that “America must always lead on the world stage,” and “the backbone of that leadership always will be the military.” American exceptionalism based on might, not diplomacy, on hard power, not soft, is precisely the hubris and arrogance that could lead to the termination of human life. Washington’s determination to prevent the rise of Russia and China, as set out in the Brzezinski and Wolfowitz doctrines, is a recipe for nuclear war. The need is dire for the president of the US, Russia, or China to state in a highly public forum that the existence of nuclear weapons creates the possibility of their use and that their use in war would likely mean human extinction. As nuclear war has no winners, the weapons should be banned and destroyed before they destroy all of us.